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Abstract 

 
Hearing is very important for effective communication and so for quality of life for every 

individual. But noisy environment is a hurdle especially for hearing impaired listeners. As per 

the reports by National Institute on Deafness and other Communication Disorders (NIDCD), 

more than 360 million people across the world suffer for some kind of hearing loss.  

Consider the scenario of bus station, train station or market. While people are talking, they 

have background noise. If they can’t isolate the main speech signal from noise they can’t 

communicate properly. In Hearing Aids (HA) (which should not be simply an amplifier but 

more than that), suitable speech processing and more importantly Speech Enhancement (SE) 

techniques are used which can solve the problem of source separation from background noise. 

In this research project, machine learning approach is explored for speech signal separation 

from the mixed/noisy background which is suitable for the hearing aid application.  

 

Short Time Fourier Transform (STFT) is used as a feature to represent the speech in transform 

domain. The STFT is used to find the binary mask for the target speech. The binary mask is 

then used to recover the targeted speech by taking the inverse DTFT. The simulation is carried 

out first in MATLAB and then in Python also to get its good hardware support. The technique 

is deployed on hardware like Raspberry pi in which good quality of separated signal is observed 

from the separated speech signal.  
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Chapter 1 Introduction 

 

1.1 Introduction 

Hearing is very important for effective communication and so for quality of life for 

every individual. But noisy environment is a hurdle especially for hearing impaired 

listeners.  Hearing aid can help people to improve the listening capability. The 

simplest hearing aid can amplify the speech signal. In the modern hearing aid, they 

also remove some background noise using some frequency selective filters. In those 

hearing aid the techniques used are enhancing the signal in the frequency of interest 

while attenuates the frequency of noise or background speech. Such decisions are 

based on any well-established theories and mathematical methods. However as 

reported in recent years machine learning can also help for such decision or 

classification. 

 

1.2 Motivation 

 

The reports and statistics reviewed by National Institute on Deafness and other 

Communication Disorders (NIDCD), showing seriousness of hearing loss. Overall, 

15% of adults aged 18 years and over had more or less hearing trouble without a 

hearing aid [1]. Age is the strongest predictor of hearing loss among adults aged 20-

69 years, with the greatest amount of hearing loss in the 60 to 69 age group [2]. The 

numbers are increasing in recent years. Many of those people are avoiding use of 

hearing aid may be because of its cost, unavailability or poor performance. This 

ignorance affect their communication and ultimately quality of their life. 

In recent years due to the advancement in computational resources, datasets and 

machine learning algorithms, people have started use of machine learning for certain 

decisions may be in terms of classification, clustering or regression. In many areas 

machine learning has already given prominent improvements and people are exploring 
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many more areas. Machine learning is also being used for speech processing. 

Specifically speech separation for hearing aid using machine learning can improve the 

performance. Such speech or its source separation also increases the effectiveness of 

Automatic Speech Recognition (ASR) by separating main speech from background 

speech or noise.  

 

1.3 Objectives 

The objective of the project is to investigate machine learning based speech or its 

source separation techniques for hearing aids. Various signal processing techniques, 

speech signal features and machine learning models investigated for separation of 

speech to be used in hearing aid. So the main objectives of the project are: 

- machine learning approach for hearing aid 

- Investigate speech features for machine learning model  

- Speech separation for improved speech enhancement in hearing aid 

 

1.4 Organization of the Report 

The report consists of six subsequent chapters as mentioned below. 

 Chapter-1: The first chapter introduces this work and it also covers motivation 

and objectives. 

 Chapter-2: In the second chapter, the literature review of speech processing 

techniques and approaches available in literature is presented. 

 Chapter-3: The third chapter describes the proposed methodology for speech 

separation for its low-cost hardware implementation. 

 Chapter-4: In the fourth chapter, the hardware and software used are presented 

with the discussion on why they have been selected. 

 Chapter-5 Finally, in the fifth chapter the work carried out on software platforms 

and its hardware set-up is presented.  

  



3 
 

 

Chapter 2 Literature Survey 

 

Many of the existing algorithms for speech separation are based on some background 

knowledge of speech, its characteristics and nature of underlying noise and so they 

may not performing well in complex real world scenario [3].  Machine learning takes 

some derived features as input and based on it takes some decision may be in terms of 

classification, regression or clustering.  

In addition to the machine learning model the other important part is features. Some 

of recent methods [4]-[6] which are based on deep neural networks, don’t need such 

background knowledge. In these methods a regression model is trained to predict clean 

speech from the noisy speech. In [7], transfer learning is used along with neural 

network, which improved the performance. In that transfer learning a pre-trained 

network is used which is improved further. In [8] a prototype model is developed for 

implementing some of the speech processing techniques such as noise reduction filter, 

frequency shaper and compression for hearing aids application, but machine learning 

is not incorporated in their work.  

In addition to these a mask based methods some other methods are also reported. The 

authors in [9] used two dimensional Recurrent Neural Network (RNN) and skip 

connections to separate a single speech signal from mixtures of multiple speeches.  

Different models investigated for speech enhancement in [10]. Google’s WaveNet 

architecture has been modified for noise reduction in a model called WaveNet de-

noising and has proven to be state-of-the-art. They also extended their work for Speech 

Enhancement Generative Adversarial Network (SEGAN) which adapts the GAN 

architecture into applications on speech. This also gave the idea to investigate 

possibilities of such different models for speech separation as well. 
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Chapter 3 Proposed Design 

 

3.1 Proposed System Overview 

The research project is mainly on application of machine learning for speech 

enhancement for hearing aids by separating the target speech from mixtures of speech. 

The general system level block diagram is shown in figure 1.  

On the selected Single Board Computer (SBC) along with the main processor other 

required interfaces are available or can be made available on the board such as mic, 

loudspeaker, ADC (to convert analog audio signal into digital signal) and DAC (to 

convert processed/enhanced/separated digital signal into analog signal for 

loudspeaker) as shown in the figure 1. But the focus of work is on digital speech signal 

processing technique using machine learning approach to enhance its quality by 

separating the targeted speech signal from the mixtures of two speech signals or 

speech signal with background noise. For that some available options as single board 

computer are Raspberry pi, NVIDIA Jetson nano and likewise. Such boards are like 

mini-computer with different level of complexity, resources (computational and 

memory) and features. 

 

Figure 1 System Level Block Diagram 

Selection of the board depends on some criteria of application. For complex algorithm 

and machine learning techniques the NVIDIA Jetson nano is preferred on which good 

computational and memory resources are available. For a light algorithm small sized 

low-cost board such as Raspberry pi can be preferred. Nowadays their operation 
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system also support Python environment so that deployment of algorithm 

development made in Python can be made easy, just it is required to install the 

respective libraries. 

3.2 Software Implementation Overview 

In the conventional algorithm speech signal can be separated using some filters or 

other such analytical methods. In this project machine learning approach is to be 

investigated. In machine learning the data contains certain important attributes which 

are called features. This features are to be derived or decided based on the application. 

In machine learning the selected or derived features are given as input to classification 

algorithm. In our approach short Time Fourier Transform (STFT) is used as features 

because it contains both time (i.e. spatial) domain and frequency domain information. 

Specifically for a speech signal a value at some time instance only can’t explain the 

speech signal well instead additional temporal information needed to understand the 

meaning of speech. Use of STFT in a machine learning framework is presented in 

figure 2. First say from the mixture of two speech signals, its STFT is calculated and 

then based on it binary map is created from the data or using a machine learning model 

like deep neural network. Then for the actual testing signal, after its STFT it is passed 

from the binary mask then inverse DTFT to recover the targeted speech. This process 

can be understood from figure 2.  

 

Figure 2 Source separation using binary mask 
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Chapter 4 Software and Hardware Description 

 

 

For the proposed approach first the required hardware and software are presented in 

this chapter. 

 

4.1 Hardware 

 

To deploy the speech separation technique some of the options are studies and then 

Raspberry pi board and NVIDIA Jetson nano board are used. Selection of the board 

depends on some criteria of application. For complex algorithm and machine learning 

algorithm the NVIDIA Jetson nano is preferred. For a light algorithm small sized low-

cost board such as Raspberry pi can be preferred. Nowadays their operation system 

also support Python environment so that deployment of algorithm development done 

in Python can be made easy.  

 

 

Figure 3 Raspberry pi 4 Model B 

 

The Raspberry Pi is a credit card-sized printed circuit board that may be used for a 

variety of tasks on a computer, including games, word processing, spreadsheets, and 
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even for playing High Definition videos. The Raspberry Pi 4 Model B is the most 

recent version of the popular Raspberry Pi computer line. It delivers substantial 

improvements in processing speed, multimedia performance, memory, and 

connection over the previous generation Raspberry Pi 3 Model B+ while preserving 

backward compatibility and similar power consumption. The Raspberry Pi 4 Model B 

used in the work is shown in figure 3. 

 

Figure 4 NVIDIA Jetson Nano board 
 

The NVIDIA Jetson Nano is a compact, powerful single-board computer that allows 

many neural networks to operate in parallel for applications including image 

classification, object identification, segmentation and speech processing. It includes a 

full development environment (JetPack SDK) as well as libraries for embedded 

applications, deep learning, IoT, computer vision, graphics, multimedia and other 

topics. The combination of a Jetson Nano and a GeForce-enabled graphics processor 

with the same CUDA cores offers a very powerful application development 

environment. In addition, the Jetson Nano includes a CPU-GPU hybrid architecture, 

which allows the operating system to be booted by the CPU and designed to accelerate 

the CUDA capable GPU's sophisticated machine learning tasks. Artificial intelligence 

demonstrates that running algorithms use very little electricity. Jetson nano, the Nvidia 

Jetson ecosystem's medium-sized board, it comes in handy when it comes to computer 

vision and deep learning. 

The technical characteristics of the Raspberry Pi4, Jetson Nano boards are listed in 

Table 1. 
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        Table 1: Comparison of specifications of available two single computer boards Raspberry 

Pi4 and Jetson Nano 

Parameter Raspberry PI 4 B Jetson Nano 

Performance  13.5 GFLOPS  472 GFLOPS  

CPU  Quad-core ARM Cortex 

A72 64-bit @ 1.5 GHz 

Quad-Core 

ARM Cortex-A57 

64-bit @ 1.42 GHz 

GPU  
Broadcom 

Video Core VI 

(32-bit) 

NVIDIA Maxwell w/ 

128 CUDA 

cores @ 921 MHz 

Memory  8 GB 

LPDDR4 

4 GB LPDDR4 @ 

1600MHz, 25.6 GB/s 

Networking  Gigabit Ethernet / Wi Fi 

802.11ac 

Gigabit Ethernet / 

M.2 Key E 

Display  2x micro HDMI (up to 

4Kp60) 
HDMI 2.0 and eDP 1.4 

USB  2x USB 3.0, 

2x USB 2.0 

4x USB 3.0, USB 2.0 

Micro-B 

Other  40-pin GPIO  40-pin GPIO  

Video Encode H264(1080p30) H.264/H.265 (4Kp30) 

Video Decode H.265(4Kp60), H.264 

(1080p60) 

H.264/H.265 (4Kp60, 2x 

4Kp30) 

Camera  MIPI CSI port  MIPI CSI port 

Storage  Micro-SD  16 GB eMMC 

Power under 

load 2.56W-7.30W  5W-10W  

Price  $35  $89  
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4.2 Software 

Initial simulation is carried out in MATLAB. MATLAB is good for detailed 

simulation and analysis. But as it not open source, research community in the domain 

is preferring the open source environment like Python. It gives large number of 

libraries many of which are for speech processing and hardware implementation also. 

In this work the main Python libraries used are scipy, matplotlib, numpy and libreso. 

On the computer system Spyder Python environment is used for simulation while on 

raspberry pi board the Thony Python environment is used for python 3 programming 

which is available in its operating system. 
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Chapter 5 Experimental Results 

 

For the proposed approach, first the simulation is carried out in MATLAB presented 

in section 5.1. Then for hardware support, the simulation in also done in Python 

environment which is covered in section 5.2. The experimental set-up is shown in 

section 5.3. 

 

5.1 Binary Mask using STFT for Speech Separation in MATLAB 

 

STFT is used as a feature which in turn used for speech separation. From the mixtures 

of male and female speech, one is to be separated. For a given sample speech data-1 

having mixture of a male speech and a female speech is shown in figure 5, 

corresponding STFT features are shown in figure 6. First the purpose is to create a 

binary mask as shown in figure 7. Then in testing phase this mask is used to separate 

the targeted speech from mixtures of speech. The original and reconstructed speech 

signals are shown in figure 8 and 9 for targeted male speech and female speech signals 

respectively. Their STFT graphs are also shown in figure 10 for comparison purpose.  

 

Figure 5 Speech signals – male, female and combined 
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Figure 6 STFT of the three speech signals - male, female and mix 

 

 

Figure 7 Binary Mask based on STFT 
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Figure 8 Original and reconstructed male speech signals 

 

Figure 9 Original and reconstructed female speech signals 
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Figure 10 STFT of original and reconstructed speech signals 

 

 

5.2 Binary Mask using STFT for Speech Separation in Python 

MATLAB is good for detailed simulation and analysis. But as it is not open source, 

research community in the domain is preferring the open source environment like 

python. It gives large number of libraries many of which are for hardware 

implementation support also. So in the Spyder IDE (Integrated Development 
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Environment) for python, the speech separation based on binary mask is obtained 

using STFT as a feature is presented here on a different sample speech data-2.  

Figure 11 shows the combined signals which is basically combination of a male and 

female speech signal shown in different colour. It is required to separate one of the 

signal.  Similar to the previous section here also the binary map targeting the signal 2 

is created based STFT which is presented in figure 12. The reconstructed signal 2 

using the binary map and inverse DTFT is shown in figure 13 along with the original 

signal 2. This indicates the reconstructed signal 2 is very close to the original signal-

2.   Further same steps were repeated by targeting the signal 1, corresponding binary 

mask is shown in figure 14.  From figure 12 and figure 14, it can be observed that the 

binary mask for both the experimentations are inverse to each other. The reconstructed 

and the original signal 1 shown in figure 15.  

 

 

Figure 11 Combined signal and both signals in different color  
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Figure 12 Binary mask targeting the signal2 

 

 

 

Figure 13 original and reconstructed signal 2 
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Figure 14 Binary mask targeting the signal 1 

 

 

Figure 15 original and reconstructed signal 1 
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5.3 Hardware Set-up with Raspberry pi 

The Python implementation of the proposed approach is deployed on the 

comparatively light board that is raspberry pi. One such complete hardware set-up is 

shown in figure 16. The mixture of male and female speech signal is given as an input. 

Based on the binary mask the targeted speech signal is reconstructed which we can 

hear from the speaker. This is not image processing in which we visualize the 

processed image but speech signal we need to listen.  

 

 

 

Figure 16 Hardware set-up using raspberry pi board 
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Chapter 6 Conclusion and Future Scope 

 

6.1 Conclusion 

Speech enhancement is achieved by speech separation. From the mixtures of speech 

using STFT as a feature representation, the binary map is created. Using the binary map 

the inverse STFT can recover the targeted speech signal. The steps are observed in 

simulation results carried out in MATLAB first and then also in Python environment to 

get its advantages of comparatively better hardware support. The software is then 

deployed on hardware i.e. on raspberry pi. The good quality of separated speech can be 

realised by hearing it through headphones or earphones connected to the raspberry pi 

board. Deployment of the algorithm in such a small lightweight board can be considered 

for the prototype of low-cost small size application such as hearing aid. In addition of 

the amplification such approach will lead to enhance the performance of speech hearing 

on hearing aids devices.    

 

6.2 Future Scope 

In the future, the proposed approach can be extended for comparative analysis of 

different speech features. In literature some audio features are available like MFCC, 

spectrogram model. Further, in addition to the binary mask, phase mask and ratio 

mask can also be investigated for possible improvements as suggested in literature. 
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