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Abstract

A recent advances in the discovery of face mask have made the object detection a hot

topic for research. In the fields of computer vision object detection is the basic but a very

tough and difficult task. With its ability to extract the powerful features, essential for

the accretion to detect an object. A Deep learning methods has discovered it’s areas of

practice in the field over the past few years after that it get the success. We have powerful

methods, but the conditions for obtaining a face and decide whether that face has mask

or not has their different and complex challenges, it is like real-time detection, changing

climate, and complex lighting conditions. In this research project, We have focus Single

Object Detection in Video, which aims to confirm whether the person wear the mask or

not by using object detection method. In year 2020 a dangerous virus disease named

COVID-19 has affected our daily life and negatively affected the communal health, world

trade and global economy. As Covid-19 virus spreads through the population, mutations

and symptoms will be changed. In march 2021 new delta variant detected. As per the lat-

est news recently new variant named Omicron is detected in Botswana. To contribute to

public health, the aims of this paper is to explore a more accurate and real-time approach

that can better visualize a non-mask face in public. Therefore, the discovery of a face

mask has become an important task of helping the international community. There are

extraordinary styles of algorithms to be had, YOLOV4 stands out from all the different

gift currently. The custom dataset have been used to understand face masks and have

been skilled on those dataset for detection and monitoring. For evaluation of the skilled

model, Precision, keep in mind and Accuracy turned into calculated, it really works by

using comparing the ground-fact bounding field vs the detected box and, in the long run,

returns the accuracy rating. The higher the Accuracy score could be, the better version

is within the detection of items.
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Chapter 1

Introduction

In this chapter we discuss about the Object Detection in Video for face mask detection

and how it plays roles in the Domain of real life. The chapter discusses in brief about

why face mask detection which play an important role in Object Detection in Video.

1.1 Problem Summary and Introduction

The unfold of COVID-19 is more and more worrying for everybody within the world.The

virus can infect a person to another person by airborne and droplets. In the absence of

effective anti retroviral and limited medical resources, WHO recommended many mea-

sures to control the rate of infection and to avoid eliminating limited medical resources.

From this pandemic wearing a masks is one of the non-pharmacological interventions that

can be used to reduce the main source of SARS-CoV2 droplets that are expelled through

an inflamed individual. With the exception of the talk about medical services and the

variety of masks, all countries approve public nose and mouth coverings. According to

instructions from WHO, to reduce the spread of COVID-19, anybody desires to wear a

face mask, avoid crowded places and always hold the immune gadget. consequently, to

shield every other, every body ought to wear a face mask well whilst they may be going

out or meeting others. But, a few non-respondents refuse to wear a face masks for so

many excuses. in addition, to enhance the face mask the detector is very essential in this

example. This paper aims to improve face masks detector that could hit upon any type

of face masks.

Object acquisition can be done using traditional techniques or morden techniques. Tra-

ditional techniques incorporate image processing techniques and morden techniques in-
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corporate deep learning networks. For this research we have choose deep learing methods

because Deep learning based object detection is significantly more robust for a complex

scenes and a challenging illumination. Deep Learning methods often rely on supervised

training. Performance is limited by the ability to integrate rapidly growing GPUs each

year. There are sorts of algorithms for item detection primarily based on Deep Learning.

1. Two stage based object detection : Two stage based object detection algorithms

are Fast RCNN and Faster RCNN, RCNN and SPPNet , Mask R-CNN, Pyramid

Networks/FPN and G-RCNN (2021).

2. One Stage based object detection : One stage based object detection algorithms

includes YOLO, SSD , RetinaNet, YOLOv3,YOLOv4 and YOLOR.

Object detection using deep learning method extract the features from the input image

or from the video frame.

Two subsequent tasks are solved by this object detection method:

Task 1: Find the arbitrary number of objects (It also can be zero)

Task 2: Classify all the objects and estimate the size of an object along with bounding

box.

To make the process easier, we can break these tasks into two stages. While other meth-

ods include both the tasks into the one step. One stage detectors predict bounding boxes

over this images without the Object region proposal with conventional computer vision

method or deep networks.

The process of One stage detectors is time consuming too so it is used in real time pro-

grams.Great advantage of single stage that those algorithms are usually faster there are

multistage detectors and they are simple in structure. Thus, to detect the face mask, we

have chosen deep learning based One Stage object detection algorithm YOLO V4.

The unfold of COVID-19 is more and more traumatic for everyone inside the global.

The virus can be inflamed in a person to individual via airborne and droplets. In the skive

of effective anti retrival and limited medical resources, WHO recommended many mea-

sures to control the rate of infection and to avoid eliminating limited medical resources.

From this pandemic wearing a masks is one of the non-pharmacological interventions that

may be used to reduce the primary source of SARS-CoV2 droplets which are expelled by
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an infected individual.

To overcome the problem i came up with the solution implemented in the form of

Object Detection in video using deep learning techniques. To perform this method (You

Only Look Once) YOLO v4 is used. This model will give the output that whether the

person wear the mask or not.

1.2 Problem Specification

The spread of COVID-19 is increasingly worrying for everyone in the world. The virus can

be infected in a person to person by airborne and droplets. In the absence of effective

anti retroviral and limited medical resources, WHO recommended many measures to

control the rate of infection and to avoid eliminating limited medical resources. From

this pandemic wearing a mask is one of the non-pharmacological interventions that can

be used to cut the main source of SARS-CoV2 droplets that are expelled by an infected

person.

1.2.1 Need Analysis

The Need Analysis of our study are listed below:

• Demonstrating the technical effectiveness of a deep learning approach to accelerate

deployment of safeguards against the global Covid19 pandemic.

• Create an innovative and flexible face mask identification paradigm that recognizes

and prevents Covid19 through deep learning.

• Advanced Deep Convolution YOLOv4 neural network architecture to discover saliency

features and classify it.

• To provide quality and the quantitative analysis using the log loss price,consider,accuracy

and f1 score.

1.3 Scope of Work

To overcome the problem i came up with the solution implemented in the form of Face

mask detection using deep learning techniques. To perform this method (You Only Look
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Once) YOLO v4 is used. This model will give the output that whether the person wear

the mask or not.
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Chapter 2

Literature Survey

In this literature phase, many procedures had been proposed for the item detection based

totally on deep mastering techniques. So, I have labeled this section based totally at

the specific deep gaining knowledge of strategies and additionally I’ve got covered the

summary of paper in Table 1.

2.0.1 Two stage based Object Detection

The state of art of two stage object detection algorithm As presented in [2] Isunuri B

Venkateswarlu, et al. had done research in 2020 to detect the masked faces using CNN.

For this research he employs a global pooling layer to carry out a flatten of the feature

vector. a completely connected dense layer associated with the softmax layer has been

applied for the class. This approach gives result when I train it but when I have to apply

it to CCTV footage then it may gives bad result which is not satisfactory. In [4] Yu Liyan,

Sansan Zhou et al. presented the enhanced RCNN network in 2018 to discover and see

more objects in the image. RCNN is the primary convolutional neural network imple-

mented to object detection in a discovery model. They pick out candidate regions based

on traditional selective search. Then i set up an RCNN to extract features from the pho-

tograph. item detection for RCNN models requires 4 steps. There are selective search,

CNN feature extraction, category, and b box regression. In [5] Krishan Kumar, Alok

Negi, R.S. Rajput and Prachi Chauhan were presented the VGG16 and a CNN models

in 2021. Both the models are deep educational that recognizes a camouflage and exposed

person to help keep track of security violations and maintaining a safe working atmo-

sphere. This study uses the concept of data suppression, data suits, normalization and
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transmission. This technology may require observations where observations are needed

as shopping centers, hospitals, transportation centers, restaurants and other conferences

in other communities. In order to implement CNN, filters 16, 16, 32, 32, 128 and 128

with 3 x 3 are used, respectively, and 10 layers of the convolution are implemented, and

RELU is used as activation. The model applied up to 5 layers at a speed of 2 and then

applied the plane layer. Then, at first, second and third density of the first, second and

third density of 512, 128 and 64 hidden nodes, using RELU activation functions Density

is generated. Using the softmax activation function, a fourth dense layer with two hidden

nodes is used for the final output.

In [18] T. A. Gulliver et al. were applied the Faster RCNN method to detect the pedestri-

ans by applying training and tuning VGGNet in 2016 [19] for pedestrian-only networks.

Compared to the RCNN-based fast pedestrian detection mentioned in Ref. [20] J. Li,

X et al. had provided an acceptable failure rate as well as a faster test speed in 2018.

Before RPN Kmeans clustering algorithm is added in the Ref. [21] H. Zhang et al.had

given the method to perform the pedestrian detection task in 2017. In this article authors

had main focus to devoted the computational time issues. In the process of generating

a sentence, it takes a long time to search the entire image, and the area occupied by

pedestrians is small, and there are many unnecessary sentences, increasing the learning

and learning complexity. As i have mentioned that the state network and our idea is kind

of similar. Instead of using the RPN directly to generate some of the initial candidates

Kmeans clustering algorithm is used to get the proposal, and it is passed to the RPN.

Therefore, the calculation time is shortened. In [22] K. Saleh et al. had used the Faster

RCNN infrastructure to detect the cyclists in 2017. Generation module is added in this

article and that generates a composite depth image that is sent to the backbone network

compared to the original structure. A depth image can represent the shape of an object,

and DCNN can learn it more efficiently. Even if you use a computer generator for learn-

ing, performance is much better when testing a deep image converted from a real image.

In 2016 [23] Fan Q et al. had done research on Product results The RCNN detected

automobile is faster to purchase and see a series of large experiments and analysis. The

creator [24] of the link uses the image created by the UAV as an item of the detector

and improves the efficiency to detect the object of these special images. To use the faster

RCNN image in the block images without doing any changes, the HYPERREGION OF-
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FER Network is used additionally. In 2017 [25] Tang, T had provided method to improve

the performance in small objects detection using the RCNN. For that authors uses the

several enhanced classifiers to filter the interest participants to remove incorrect detec-

tions. That two modifications growth the accuracy of detection for small vehicles and

reduce the number of false positives such as objects such as vehicles.

Previously, there were many implementation of traffic scenarios using the Faster RCNN.

In [26] Q. Zhou, X. Wang and T. Li et al. had used the Faster RCNN architecture

by doing small modification in the code to detect the full traffic sign. The introduced

community performs a coarse seek to find possible areas of hobby, and the RPN is used

to filter the areas of hobby, lowering computation because the RPN now not desires to

swipe through the complete practical map to generate suggestions. After the CONV layer

DeCONV layer is used to helps in boom the accuracy of detection for small gadgets. The

magnified feature map generated from the high-meaning DeCONV layer is used together

with the attention map, which contains information about small features, so both surface

and deep information are used. The Local Contextbased Faster RCNN introduced in

reference [28] which will add the local context layer. The reason behind that is to detect

the traffic signs belonging from the small objects. For capturing the information from

around to the target. The local context layer is used after the RPN transforms the each

sentence into three sentences, extending horizontally and vertically respectively. It then

combines all the sentences and stores the surrounding information for final discovery.

In [29], the face mask detection system uses Fast RCNN as its base model. Considering

that the color of the facemask is often uniform and unique, the system implements the

region suggestion task using Maximum Stable Extreme Regions (MSER) [30,31] instead

of SS [32]. After development of Fast RCNN Pedestrian detection is also the benefit. In

[20] Li et al. was proposed a architecture containing two subnets that would put in force

pedestrian detection with the people at the one-of-a-kind spatial scales. offers generated

by means of the SS set of rules are served from 2 subnets at simultaneously after several

layers of CONV. To complete the final discovery two output feature maps were combined

with the weighting strategy. After training with large pedestrian input, output of the

large subnet scores higher, so this subnet largely determines the final detection result.

I have summarized the paper and organize based on frameworks in Table 1.
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Reference Model Modification Limitation
[29] Fast R-CNN Using MSERS instead of SS Different implementation

platforms for region pro-
posal and detector

[20] Fast R-CNN Different spatial scales of
pedestrians

Additional 2 FC layer pa-
rameters

[26] Faster R-
CNN

Adding attention network Traffic lights should be treat
as signs

[28] Faster R-
CNN

Adding a local context layer
to focus on small objects

There is No distinction in
between traffic signs

[24] Faster R-
CNN

Detection on UAV images Faster R-CNN detector has
no change

[25] Faster R-
CNN

Use boosted classifiers Long computation time

[18] Faster R-
CNN

Training and Tuning the
specific VGG

Not good for poor quality
images

[33] YOLO Multi-functional YOLO Powerless to color markings
[34] YOLO Multi-directional detection Due to the camera oblique

there is no consideration of
plate deformations

[35] YOLO Add Average pooling layer
instead of FC layer

Need to do pre-processing
on Night scene images

[38] YOLOv2 ob-
ject tracking

Using Kalman filter and
Hungarian algorithm

When people are overlap at
that time detection is not
enough stable

[39] YOLOv2 peo-
ple

Combining detection with
re-identification

Weight factor is a deter-
mined parameter

[40] YOLOv2
pedestrian

Simplifying with 9 CONV
layers

Bad performance on over-
lapping objects

[41] YOLOv2 Adding 3 3 × 3 and 1 1 × 1
CONV layers

Experimental article

[42] YOLOv2 Using 1 × 1 filters Low accuracy for small
signs

[43] YOLOv2 ve-
hicle

Using K-means cluster and
Grid of size 14 × 14

For distant objects accuracy
is not high

[44] YOLOv3
pedestrian

Using an image enhance-
ment policy

Pre-processing is needed on
input images

[45] SSD on-road
objects

Fine-tuning the SSD on
KITTI [46] datasets

Real-time processing is slow

[46] SSD pedes-
trian

Use small patches Long time for segNet

[47] SSD Using text detector and a
FCN and

Time-consuming with slid-
ing window

[49] SSD Using Inceptionv3 instead
of VGG

It is hard to detect error of
target objects from mirror
images

Table 2.1: Summary of Framework-based Object Detection
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2.0.2 One stage based Object Detection

One stage based detection algorithm’s performance if very good in terms of speed com-

pared to the two stage detection based algorithms series. For that reason, in this phase i

have include the nation of artwork the usage of unmarried level detector for static photo-

graph detection, and additionally it is object detection in video streams. As presented in

[1], Susanto, et al, introduced YOLO based on a deep learning approach in 2017 to differ-

entiate the goal from the white ball associated with a soccer ball. The NVIDIA JETSON

TX1 control board is designed for this algorithm. As presented in [3] Apoorva Raghu-

nandan et al. had done research on the Object detection algorithm for face detection,

colour detection, skin detection, Targeted detection and shape detection is performed and

manipulated using the MATLAB 2017b for the various types of video surveillance tools

in 2018. In this process various face components were detected using the Viola Jones

Algorithms. Output of this algorithm shows the various parts of the face with respect to

Indicates nose detection, Indicates eye detection and also shows the detection for all the

features like nose,eyes and mouth. In [6] Liu, et al implemented the work using YOLO in

2018. on this studies paintings, they completed the conventional photograph processing

of shooting blur, sound and clear out rotation in the actual international. to enhance the

visitors signal detection they had used the YOLO set of rules to educate a sturdy model.

In 2018 [7] Jan et al. had used the YOLO set of rules for face detection in actual-time

programs with brief detection times. In [11] Jiang et al., have developed a face mask

detector called Retina Face Mask in 2020. The evolved version is a unmarried-degree de-

tector and includes a function pyramid community to mix high-degree semantic records

with a couple of feature maps, and an interest module to hit upon facemasks.

In year 2018 [39] Van Lanst et al. combines the YOLOv2 model with a re identity net-

work into a one framework which could speedy recognize and re pick out the people in

other photos additionally. The YOLOREID framework [39] supports the ”mixed-end”

or the ”split-end” architecture with 128-value embedded output in each cell instead of

using classified output. Now Darknet19 weights can be shared with the discovery net-

work and the reidentification network when combined. Consequently, YOLOREID can

perform each tasks with a negligible boom in complexity compared to YOLOv2. In 2018

[40] Heo, D et al. proposed the YOLOv2 is simplified in that it contains only 9 CONVs,

6 maximum poolings, and 2 Fully Connected layers. Compare to the original YOLO v2
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model where the image is input directly into the network. A small YOLOv2 model is

combined with the feature map from the Adaptive Boolean Mapbased Saliency kernel for

this evening’s pedestrian detection task. This can show that pedestrian prominence has

higher performance than the background. In 2017 [41], Jensen’s studies that last CONV

layer of the YOLOv2 model has been removed. This is for the purpose of improving traf-

fic light detection performance, the author has added the four CONVOLUTION layers,

from that four layers three of had the kernel sizes of 3x3 and 11x1. When it comes to

detecting small objects like traffic signs, by using YOLOv2 and based on the original

YOLOv2 Zhangetal. In [42] Zhang, J et al. is getting three different models. The change

occurred in the middle tier and a new CONV tier with a kernel size of 1x1 was inserted

to hold the cross-channel information. In this article, I propose a deadlock detection

path using YOLO-inspired ConvDet to compute bounding containers and perform type.

The ConvDet elegance removes the final FC layer from YOLO and includes the idea

of a binding container from RPN. As a end result, fewer model parameters are used in

queeDet and sentences may be generated for the same number of levels in that model

domain compared to YOLO.

YOLOv2 is actually superior to native YOLO and researchers are implementing this

popular framework to solve various object detection problems. Blended with the Kalman

clear out and Hungarian set of rules, YOLOv2 creates a real-time device that can music

more than one special classes of objects simultaneously [38]. in this system, YOLOv2

acts as a trigger that prevents detecting items in the first frame. In the next frame with

YOLOv2 detection of body t 1, the Kalman filter is liable for generating predictions

for body t. It then makes use of this prediction to healthy the detection consequences

over the tframe to decide if this clear out is correct. Van Ranst et al. In reference [39],

YOLOv2 is combined with a re-identification community into a unmarried framework

which can hastily detect and re-discover people in exceptional photos. In place of using

categorical heuristics, the YOLOREID platform [39] uses default heuristics of 128 values

in step with mobile to support “split” or “mixed” architectures. consequently, Darknet19

weights may be shared and re-identified across seek networks whilst merged. So with a

moderate increase in complexity in comparison to YOLOv2, YOLOREID can do each.

For reference [40], YOLOv2 is simplified as it contains only 9 CONVs, 6 max aggregates

and 2 FC classes. Compare the image to the original YOLOv2, taken directly from
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the network. In this nocturnal pedestrian detection mission, a small YOLOv2 combined

with a BooleanMap-based adaptive salinity kernel (ABMS) functional map derived from

a BooleanMap-based adaptive salinity kernel (ABMS) could reveal pedestrian service-

ability. over the background. Jensen [41] skipped the last CONV layer of the YOLOv2

structure. To improve the traffic light detection performance, the author added 4 CONV

layers, of which 3 kernel sizes are 3×3, and 1 layer has a kernel size of 1×1.et al. [42]

There are three models based on the original Yolov2. The fertilization occurs in the

intermediate layer and a new convection layer is inserted with a core size of 1 x 1 to

gain information about the course. Because deep networks lose properties of small items

which include avenue signs, a few calling layers are removed from the small layers. The

consequences display that the proposed model improves each accuracy and velocity. To

in addition improve vehicle detection, a 7×7 grid can be changed with a REF[43] to a

14×14 grid that could do away with larger functions from the same community. con-

sequently, extra statistics can be conveyed to the graph, which improves the popularity

accuracy of the machine. for the reason that the YOLOv2 anchors have been originally

created from a shared dataset in place of a car, the authors used the Kmeans algorithm

to institution bounding boxes to determine the range and size of anchors for factors. that

is for a selected purpose.

YOLOv3 itself isn’t always a entire framework as it’s far the author’s interim research

report. consequently, there are not many packages based totally on YOLOv3, specifi-

cally in positive scenes, which includes traffic scenarios. The work developed with the

aid of Q[44] is based on Yolov3 for pedestrian detection provided on this paragraph. I

progressed item detection using deep studying techniques in the 30:13 reversal scenario

in article with pre-processed training patterns to minimize environmental influences such

as changes in lighting conditions or people density. Then, these preprocessed images

were injected into Yolov3 to detect pedestrians and increase their accuracy. In 2016, sev-

eral months after the first SSD proposal, Kim et al. If SuperRoom [45] shows improved

performance, apply this structure. very own model with SSD reference model built on

Pascal VOC. on this statistics set, small objects including pedestrians and cyclists per-

form worse than automobiles. So a skinny SSD bezel is used, plus an extra element ratio

to reduce the a whole lot large thing ratio due to photograph enlargement. The effects of

this text show that combining an improved SSD version with a data growth strategy can
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improve performance. In fused, the DNN fusion method and DNN segmentation division

are performed in the DNN fusion method and DNN segmentation division with the DNN

fusion network (FDNN) [46] to perform a pedestrian detection operation in the DNN

fusion network (FDNN) [46]. SSD FDNN is used to generate pedestrian candidates for

source pics. these applicants are then blanketed in different DNNs, together with more

than one DNN classifiers to clarify proposals. After a small object in a large image, I

have developed a frame that uses a small patch generated in a large image generated in

a large image. The kernel of this network consists of many small objects that are used to

detect objects in each patch used. Based on SSDS SOSCNN, it is characterized by the

fact that the first fourth layer layer is stored in the VGG16 network. So, I achieve an

image pyramid by performing one prediction only on SOSCNN and generating an image

pyramid instead of a function prediction of a function generated in another transform

layer. In other words, i take different magnified images from SOSCNN over the same

network and extract different sized object maps. SSDs have the advantage of being able

to detect small objects as they predict gadgets on exceptional function maps. for that

reason, detection of avenue signs and symptoms, which are considered small gadgets as

compared to motors and pedestrians, could benefit from the use of SSD chassis. hyperlink

[48] contains a signature detector that detects supply photograph markers through FCN,

and a text detector that extracts text and determines precisely what the text is. This

article inherits a text detection mechanism called TextBoxes from SSD, which has the

disadvantage of extracting the object map from the last CONV class.

In real time application YOLO model series is very popular to detect the object because

it’s keep the balance between detection speed and accuracy. But for real time object

detection in video still needs power consumption plateform and high performance. Now,

the problem is how to choose appropriate model for object detection. For that In this

paper I proposed the YOLOv4 model and compare with other state of art model and will

evaluate them based on best accuracy as well best performance in terms of time.
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Chapter 3

Dataset Description

Flickr-Faces-HQ (FFHQ) dataset have been used for experimenting the face mask detec-

tion. In this dataset have total 4000 images. These 4000 images are divided into two

class one is ”With mask” and second is ”Without mask”. Around 2000 images having

proper mask is included in ”With mask” class and other 2000 images are without mask

or with improper mask are included in ”Without mask” class.Total size of this dataset is

1.16 GB.

Figure 3.1: Dataset Images

3.1 Characteristics of Dataset

• FFHQ dataset include almost 4k images for the Object detection.

• This is a dataset for the classification of binary classes with labled ”With mask” and

”With out mask” and it containing the substantially more data than the previous

benchmark datasets.
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Chapter 4

Proposed Method

4.1 Proposed Research Work

In year 2020-21 a dangerous virus disease named COVID-19 affected our daily life by

infecting people health which became cause of many life losses. To break the chain of

virus spread WHO recommended many measures to control the rate of infection and to

avoid eliminating limited medical resources. Wearing a mask is one of the measure which

is most important to control spread of COVID-19 due to this virus.

Now in day to day life there are many places where government body needs to manually

check in camera that how many people/employees actually wear the mask. Thus, to

reduce the human efforts I proposed the face mask detection technique. I implementaded

this work the usage of a deep neural network version named YOLOv4. YOLOv4 can run

two times as fast as different deep neural community strategies used for object detection.

The performance of YOLOv4 version will be improveed by 10% than YOLOv3 AP and

about 12% FPS. Reflecting these results, it is well suited to implement the method in

interval mask detectors wherever high detection accuracy is required.

Objectives of this research are as follows:

• Design and Development of Face mask detection using You Only Look Once (YOLO)

v4 model.

• Comparison of proposed method with state of art research work.

Bochkovskiy et al [56] 2020 proposed YOLOv4 for certain big modifications from its

archetype YOLOv3, which has endorsed full-size upgrades regularly in terms of pace
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as well accuracy. YOLOv4 may be very speedy, easy to fix, durable, stable, and gives

promising effects even within the smallest detail, which is why I have selected it as our

1 workspace issue. With a photo / enter body, you get things in it less than 3 classes

- blank face and man or woman faces. This means that the same model is used in the

singular recognition following community deviations and identification covered exterior.

This improves dramatically standard productivity and job specificity.

Figure 4.1: Yolo v4 Architecture

The cylinder has three sections, backbone, neck, and head. I enterprise awaits RGB

photo or frame. spine to respond by using removing highlights from the image. This

move-level-Partial-Darknet (CSPDarknet53) join [56] at the end it has been a very good

selection. In [14], the harvest is inside the foundation layer divided into parts. One is

going to Dense Block and the other goes without delay to the next development layer as

exhibition show. 2b. Thick squares cowl the layers and every the layer includes Batch

Normalization and ReLU followed by using a layer of convolution. every layer of Dense

Block takes partial tips for all previous layers as hooked up. This expands the spinal

cord accessible and assists visibility highlights of the image. Integrating the local pyra-

mid (SPP) used as a neck band containing squares expand the acquisition field and the

interface of the visual interface from the variety spinal levels. The combination of SPP

and YOLO pipe is approx presented in Fig. 1. In this organisation, the idea of the

Fund’s Freebies (BoF) were found inside the loose references within the preparation tech-

niques stepped forward the agency’s presentation externally including to its dimension

costs. there are numerous loose styles of that browse, plus, deliver Cutmix, Mosaic ex-
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tensions data, DropBlock. related to the usage of decided on magnificence marker spine.

techniques, as an example, SelfAdversarial training, CIoU-misfortune, cross Mini-Batch

Normalization (CBN), mosaic information development, framework the involvement, and

the homicide of DropBlock changed into acknowledged as one of the benefits of identity.

unique provide (BoS) the add-on approach is customary while ’special’ is noted systems

enhance community performance even as expanding viewing costs at low fee.

YOLO model treats the item detection as a proprietary regression trouble, without

delay from the photo pixels to the bounding field coordination and item chances. An

integrated network predicts the a couple of sure packing containers and the chances of

those boxes. YOLO implements full-size image detection as well as inversion improving

the receiver performance. For detection of the objects integrated model has an advantages

over traditional methods.

Figure 4.2: YOLO Model

In all the grid cells it divides the image into an MxM grid, and predicts B-binding boxes,

the probability of the object and the confidence level of the predictive binding boxes.

Each cell grid predicts B-binding boxes and certainty in these boxes. Those confidence

figures show how confident the model is in how the box contains the object and the way

appropriately it thinks the field and the anticipated items. clearly I am defining the

self-confidence as Pr(gadgets) IOU. If the mobile is empty then it should be zero as an
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conceitedness score. otherwise, the vanity score identical to the intersection over union

(IOU) among the predicted box and as a consequence the lowest reality each bounding

container includes the self assurance and 5 predictions: x, y, w, h. Where co-ordinates

(x, y) is representing the center of the box compare to the grid cell of boundaries. While

the height and width prediction is depending on the whole image/picture. Finally, the

prediction of arrogance represents the IOU between the expected box and the basic truth

box. The conditional class probabilities Pr(Classi % | Object) is predicted by every grid.

These opportunities are converted to the grid cell that holds by the object. I predict

only one set of complex objects that can be complex per cell, regardless of the number

of boxes B.

The YOLO interface has 24 bendy layers followed by 2 completely connected layers.

It definitely makes use of 1×1 reduction layers observed by way of 3×3 rapid YOLO

convolutional layers that exercise the neural community with the nine convolutional layers

in place of 24 and a few filters between those layers. aside from the quantity of community,

all of the education and the trying out parameters are equal for the YOLO version and

the fast YOLO.

A YOLO is optimized for squared sum blunders in our version because the output. It

does a total mistakes of as it’s clean to optimize, although it would not align to maximize

average precision. It has a uniform weighting of placement errors with a non-prototype

classification error. In addition, in each image, many cells of the grid do not contain any

objects. This will push the ”confidence” of many of these cells to zero, often reducing

the slope of the cells containing the objects. This will make the model unstable, leading

to early training divergence. To change this, YOLO enhances the lack of bounding box

coordinate predictions and it reduces the lack of self assurance prediction for the bins that

do not incorporates any object. YOLO is uses two parameters, wire and nobj to acquire

this. YOLO defines coord = 5 and noobj = zero.5. The sum squared errors is likewise

weighted inside the large and small bins similarly. Its mistakes metric ought to replicate

that small deviation inside the huge containers, however the small boxes. managing that

is being able to predict a bit the bottom of the box certain width and the peak instead

of the exact width and the period.

YOLO predicts more than one bound cells according to grid cellular. At schooling time, I

want best man or woman bounding box predictors responsible for each item. I assign one
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predictor responsible for predicting one supported item whose prediction has the cutting-

edge pleasant IOU with lower truth. This ends in a special of between the bounding

container predictors.

4.1.1 Overview of YOLOv4

Yolov4 is the improved version of Yolov1, Yolov2 and Yolov3. As illustrated in Figure

2, it uses the CSPDarkNet53 as the main structure of the network. When I compare

the cspresnext050 and the efficaceenetb3, the Yolov4 structure introduces Pyramid group

(SPP) to the CSPDarknet53, which helps the YOLOv4 to improve the size of Reception

field significantly. It can get more parameters as an input without reducing in the oper-

ation speed. Because of this feature it is works better in the classification tasks. When

we calk about the data development, Yolov4 is using mosaic to create four images in one,

eventually it will increases the size of the small section and adds an automatic training

(SAT) to create an update of nerve cells and interfere with the image in pictures. In

addition, YOLOv4 is also useing the PAN to consolidate the multi-channel feature to

avoid information loss.

From the above figure it can be observed that the One-Shot Detector has 4 main

components, those 4 main components are:

1. Input: The input to the detector can be an image or video based on the use cases

specified in the research.

2. Backbone: The backbone of the object detector contains models, these models can

be ResNet, DenseNet, VGG.

3. Neck: The neck in the detector acts as an extra layer, which goes in parallel to the

backbone the head.

4. Head: The head is the network that is in charge of the detection of objects based

on bounding boxes.
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Figure 4.3: YOLOv4 Network

Figure 4.4: Proposed System Block diagram
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4.1.2 Advancement in YOLOv4 in comparison to prior YOLO

models

• It is a proficient and authoritative object detection model that allows individuals

with a 1080 Ti or 2080 Ti GPU to training a very fast and accurate object detector.

• The consequences of state-of-the-art “Bag-of-Freebies” and “Bag-of-Specials” object

detection procedures all the while detector training was confirmed.

• The born-again progressive ways covering CBN (Cross-iteration batch normaliza-

tion), PAN (Path aggregation network), that area unit larger masterful and appli-

cable for single GPU coaching.
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Chapter 5

Execution and Implementation

5.1 Work Flow

Here, the workflow of the YOLOv4 object detection algorithm is discussed in detail.

Initially, an image dataset is collected and used for training through the use of YOLOv4.

The dataset includes images of people with and without masks. Figure 4 shows the

YOLOv4 workflow.

Figure 5.1: YOLOv4 Work Flow
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5.1.1 Data Preprocessing

The hyper-parameters of YOLOv4 become used as follows: There are pix with diffent

length so, that we’ve resized the enter length pix and set it to 608 × 608 pixels to facilitate

detection. initial getting to know price became set as zero.001 and increased with a thing

0.1 at 5000 steps and 5500 steps, respectively. for you to perform multi-scale education

all architectures used a single GPU with batch length sixty four and mini-batch length

sixteen. The default momentum 0.949, IoU threshold zero.213 and loss normalizer 0.07

become done as proposed by way of authors of YOLOv4.

5.1.2 Data Augmentation

To increase the performance of our model, data augmentation is used. It is introducing

the neural network with the large number of variations of inputs. In our case, there are

not many such data types available. In our dataset, most of the images are masked and

unmasked fronts. Therefore, it is necessary to increase the data to obtain the better

result. In order to maximize data diversity on the face and prevent the model from

learning unimportant patterns, we have used flip-flop data augmentation in our pre-

processed data. Hidden and uncovered images, as shown in Figure 5. By default, the

YOLOv4 architecture has some data enhancement techniques such as Cut Mix, Mosaic

data augmentation, classroom label smoothing, Self Adversarial (SAT) training, which

also helps our model to achieve accuracy. more accurate.

Figure 5.2: Horizontal Flip

5.1.3 Data Annotation

Data annotation is very important for our model. It is nothing but data or photo label-

ing. There are various types of data annotations, such as the picture captions, the text

annotations, and the video captions. In our model, we have used the picture captions.
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For this we have to draw the binding boxes in the pictures as a rectangle. There are many

tools available for this purpose. We have used the Ybat tool to annoting the image. This

is a long and difficult task, as the pictures have to be interpreted by hand.

5.1.4 Setup YOLOv4

We mainly need three files to configure the YOLOv4:

1. object.names file:

It contains the names of classes. One in each line. In our case that is 2 classes

name mask and no-mask

2. object.data file:

It simply contains the number of the classes, path of the training and the testing

data and location for the backup.

3. custom yolov4.cfg file:

It contains the information about the width, filters, height, steps, max batches,

burnout etc. In our case we set batch size to 64, split to 16 and learning rate to

0.001. Also set layer to 2 for three YOLO blocks and filter size to 21.

5.1.5 Training YOLOv4

The YOLOv4 model takes a captured photograph and divides it into grid cells, each

accountable for a particular description of objects. In each mobile grid, the self belief

college is calculated using its compound container. efficiently separates statistics into fits

and identifies characteristic features from this mesh. traits seen with high self assurance in

adjoining cells are grouped right into a unmarried location for version overall performance.

Our model is now equipped for schooling once the setup is complete. We used 80 %

information for training and 20 % for verification. We started education the usage of the

Darknet framework, included into the Google research lab, to teach our real-time mask

discovery model. Darknet develops an underlying community architecture and serves as

the muse for YOLO architecture. Fig. 6, illustrates steps wherein the version split the

photo. Following that, it demonstrates how the capabilities are discovered, and then, it

displays the recognized object.
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Figure 5.3: Workflow of YOLOv4

5.2 Evaluation Measures

The performance of the YOLOv4 method is compared using the recall, precision, F1

score,specificity and Mean Average Precision (mAP) as the evaluation metrics. Inter-

section over Union, also called the Jaccard index, is used to calculate the accuracy of

an object detector in a given data set. Specificity is the measure of how many negative

predictions made are true negatives (correct).

Precision is the measurement of how many of the predicted positives values are actually

positive.

Recall is the measurement of how many of the true positives values are correctly classi-

fied. F1 score, also called F score, is a function of precision and recall and it is needed to

maintain a balance between precision and recall.

Average Precision (AP), one of the most used metrics to measure the accuracy of object

detectors, is used to find the area under the precision-recall curve.Mean of the Average

Precision (mAP) is the average of AP calculated for all classes.
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Chapter 6

Results and Discussion

In order to show the detection performance of YOLOV4 method, 800 test images were

used and the results of the method presented in Table 3.

Class With mask Without mask
With mask 565 44
Without mask 27 164

Table 6.1: Average precision values of the YOLOv4 for each class

As we can see in Table 3 the precision, recall, F1 score and specificity of the proposed

method were 92.77%, 895.44% and 93.58%, 78.84% respectively. In this study the average

IoU value was observed as 79.48%. Furthermore, the performances of the YOLOv4 model

for each class are shown in Table 2.

Method Precision(%) Recall(%) F1-
Score(%)

Specificity(%)

Yolov4 92.77% 95.44% 93.58% 78.84%

Table 6.2: Detection results of the YOLOv4 method

6.0.1 Analysis

As can be seen from Table 4, the model shows the best performance with accuracy 91.12%

in identifying suitable mask wearers.

The accuracy results obtained from this study were compared with those reported in the

literature (Table 3). As can be seen from Table 3, in studies where face mask detection
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Reference Model Training Dataset Detection Accuracy(%)
This
study

YOLOv4 400 with mask,
400 without mask
and with improper
mask

- With mask
- Without
mask

91.12%

[3] MATLAB
2017b

100 with mask, 150
without mask

- With mask
- Without
mask

86.24%

[6] YOLO 100 with mask, 100
without mask

- Without
mask -
With mask

83.46%

[8] KNN,
SVM and
MobileNet

161 with mask, 161
without mask

- Without
mask -
With mask

87.8%

[8] SVM 161 with mask, 161
without mask

- Without
mask -
With mask

89.4%

[8] MobileNet 161 with mask, 161
without mask

- Without
mask -
With mask

88.7%

[12] Resnet50 511 with mask, 511
without mask

- Without
mask -
With mask

47.7%

[12] MobilenetV2 511 with mask, 511
without mask

- Without
mask -
With mask

91.2%

[16] CNN-
based
cascade
framework

776 with mask, 776
without mask

- Without
mask -
With mask

86.6%

Table 6.3: Accuracy results comparison with related works

was performed before, it was determined that only people were wearing masks or not.

As a result of the study, when the accuracy score of 91.12% obtained with the YOLOv4

model was compared with the alternative solutions in the literature, it was observed that

the detection performance of the solution was high.
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Chapter 7

Conclusion and Future Work

In this study, the YOLOv4 detection model was used for detecting face masks effectively.

Test results show that the YOLOv4 model achieved a high accuracy of 91.12 % which is

the average accuracy of the points. Therefore, it can be used to find cases of not wearing

a mask, the mask does not comply with the rules and wearing the mask properly. This

study will help reduce the spread of the coronavirus by facilitating the identification of

people without masks or who do not wear masks properly in public places such as schools,

shopping malls, railway stations and markets. In future I can expand this project and

also check the social distance for public places like shopping malls, railway stations and

markets. I also propose that in online examination we should use this face detection

method so, that all students can give exam honestly. Also This system can be used at

traffic signals if the driver breaks the traffic rules then this system will recognized the

number plate of vehicle and send the e-memo.
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value-with-tensorflow-cnn-implementation

• https://www.analyticsvidhya.com/blog/2021/05/alleviation-of-covid-by-means-of-social-distancing-face-mask-detection-using-yolo-v4/

• https://www.analyticsvidhya.com/blog/2021/05/alleviation-of-covid-by-means-of-social-distancing-face-mask-detection-using-yolo-v4/
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