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Abstract

In recent times, audio spoofing attacks have become very common and serious in regard to

Automatic Speech Verification(ASV) systems. There are many types of attacks possible

like impersonation, speech synthesis, voice conversion or replay attack. Neural Networks

mostly prove to perform well on such problems, and one of such is the Siamese Network

which performs really well on simple data for classification. So in this paper we focused

on detecting the audio spoofing attacks with the solution to it given by using Siamese

Network. We have tried various different approach by combining different feature ex-

traction techniques and various Siamese algorithms. We have used the popular Neural

Network architecture, Siamese Networks which is hardly used in the audio domain. Audio

data is difficult to work with, this method uses MFCC, Spectral Centroid, Spectrograms

and Chroma Features for feature extraction, different python audio libraries like librosa,

pyaudio, spafe etc. The result of this is combined with different Siamese networks and the

performance is compared based on the Equal Error Rate(EER) of all these methods. So

the method proposed in this paper is to use the very efficient Siamese Network algorithm

for audio data and compare the performance of all variations and use it for detection of

audio spoofing attacks.
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Abbreviations

MFCC - Mel-frequency cepstral coefficients

CNN - Convolutional Neural Network

EER - Equal Error Rate

FAR - False Acceptance Rate

FRR - False Rejection Rate

ASV - Automatic Speaker Verification

GMM-UBM - Gaussian Mixture Model Universal Background Model
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Chapter 1

Introduction

In this chapter we discuss about the Audio Spoofing attacks, its types and the ASVspoof

2017 dataset. The chapter discusses in brief about Audio spoofing attack and how Siamese

Network is used for its classification process

1.1 Audio Spoofing Attack

Audio Spoofing Attack—Audio data is really hard to deal with, and so is to detect if the

data is genuine or not. So for the attackers it becomes really convenient to not be caught

and more difficult for the system to detect such attacks. Audio spoofing attack is being

detected by many methods using different classification algorithms giving good accuracy.

We are using the ASVspoof 2017 dataset. And the data of the fraud or spoofed class

may be less and in that case the normal neural network may not give good performance.

So we will be using the neural network architecture Siamese Network that is popular for

precise prediction for smaller datasets.

1.1.1 Audio Spoofing Attack Defined

Spoofing refers to the disguise of communication or identity of the authorized person to

fool someone with that data. Audio Spoofing attack is when the fraud is done using

audio data with any medium. For the audio data we will be using the ASVspoof 2017

dataset which has genuine as well as spoofed class data. This can be classified by many

factors of audio data such as, its speed, bandwidth, spectral features, background noise,

depth the voice etc. For this we need the feature of the audio, which can be obtained

by feature extraction methods like MFCC (Mel Frequency Cepstral Coefficients). Then

1



these features are used for classification and prediction purpose. There are many types

of audio spoofing attacks all different as mentioned below and shown in Figure 1.2

Figure 1.1: Audio Spoofing Attack

TYPES OF AUDIO SPOOFING ATTACKS:

• Impersonation Attack

• Speech Synthesis Attack

• Voice Conversion Attack

• Replay Attack

Figure 1.2: Types of Audio Spoofing Attack
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1.2 Neural Network Architecture: Siamese Networks

Bromley and LeCun initially proposed Siamese nets in the early 1990s to handle the

challenge of signature verification as an image matching problem (Bromley et al., 1993).

A Siamese neural network is a form of artificial neural network that computes similar

output vectors from two separate input vectors using the same weights. Precompiling one

of the output vectors creates a baseline against that the other output vector is assessed.

Output of the Siamese network’s goal is to distinguish between the two inputs X1 and

X2. The network’s output is a probability between 0 and 1, with a value closer to 0

indicating a prediction of dissimilar images and a value closer to 1 indicating a prediction

of comparable images.

Figure 1.3: A basic siamese network architecture method takes two input photos (left),
has identical CNN subnets for each input (mid), calculates the Euclidean distance between
both the fully-connected layer outputs, and then uses the distance to determine similarity
(right)

1.3 Siamese Network Implementation and Audio Spoof-

ing Detection

Nowadays for every small or big problem, the solution can be obtained using Neural

Networks. The enormous amount of data makes it even better, making the performance

of the neural network more precise. But for the smaller available dataset, it may cause

issues and result in degraded performance. And for the problems like fraud detection,

and spoofing detection, the data for the fraud and spoofed class respectively is really less.
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Face recognition and signature verification, for example, have extremely little data. For

that, we have this different type of neural network with similar twin layers architecture,

that is Siamese Networks. The Siamese Network requires very little data and yet gives a

great accuracy prediction which makes it really popular

4



Chapter 2

Literature Survey

2.1 DEEP LEARNING IN AUDIO REPLAY DE-

TECTION

These days spoofing detection is one of the needed research areas in the field of pro-

grammed speaker confirmation. The accomplishment of Programmed Speaker Verifica-

tion Spoofing and Countermeasures (ASVspoof) Challenge 2015 affirmed the great per-

spective in recognition of unanticipated ridiculing preliminaries dependent on discourse

blend and voice transformation procedures. Be that as it may, there is few investi-

gates routed to replay parodying attacks that are bound to be utilized by non-proficient

impersonators. This paper portrays the Speech Technology Center (STC) against paro-

dying framework submitted for ASVspoof 2017 which is centered around replay assaults

location. Here we investigate the effectiveness of a profound learning approach for ar-

rangement of the referenced above task.

Trial results acquired on the Challenge corpora exhibit that the chosen approach

outflanks present the status of the craftsmanship gauge frameworks in the wording of

parodying identification quality. Their essential framework created an EER of 6.73% on

the assessment part of the corpora which is 72% relative improvement over the ASVspoof

2017 pattern framework. In this paper, they investigated the relevance of the profound

learning approach for arranging the issue of replay assault parodying detection. They ex-

amined single CNN and joined with RNN approaches. Their trials led on the ASVspoof

2017 dataset affirmed high effectiveness of profound learning structures for parodying

recognition ”in the wild”. EER of the best person CNN framework was 7.34%. Our
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essential framework dependent on frameworks score combination gave 6.73% EER on the

eval set[13].

2.2 COMPARISON OF FEATURE EXTRACTION

METHODS

Automatic speaker Verification, similar to each other biometric framework, is helpless

against ridiculing assaults. Utilizing a couple of moments of voice that is recorded of

an authentic customer of a speaker confirmation framework, assailants can build up an

assortment of mocking assaults that may deceive such frameworks. Identifying these

assaults utilizing the sound signals present in the chronicles is a significant test. Most

existing mocking location frameworks rely upon realizing the utilized mocking strategy.

This investigation aims to overcome this limitation or drawback by examining hearty

sound highlights, both traditional autoencoder-learned, which can be generalized to

various types of replay spoofs. In addition, we include a detailed list of all the tools

required to set up cutting-edge sound component position, pre-, and postprocessing,

so that a (non-sound master) AI scientist can implement such frameworks. Then they

evaluated the execution of our powerful replay parodying position system on ’in the wild’

ASVspoof 2017 dataset using a wide variety and various blends of both extricated and

machine trained sound highlights. A variety of new replay ridiculing arrangements are

included in this dataset.

Their focus is on determining the features would ensure vigor, so they built their

architecture around a standard Gaussian Mixture Model Universal Background Model

(GMM-UBM). They purposefully investigate the general commitment of each list of ca-

pabilities at that stage. The combined models provide a tantamount exhibition with

an EER of 12 in view of both realized sound highlights and machine learned includes

separately. The model with best performance, with an 10.8 EER, is a half-breed archi-

tecture that incorporates both established and machine-learned features and is trained

on a larger dataset, demonstrating the value of combining both types of features when

constructing a robust ridiculing forecast model. They look at how a large number of

sound highlights affect the presentation of a GMM-UBM based replay sound caricatur-

ing discovery framework. One of the goals of this paper is to identify the key points to
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consider when15 building a strong model that works on a ’in the wild dataset,’[12] that

is, without any prior knowledge of the pre-existing replay mocking technique. As well as

altogether looking at the models fabricated on the various highlights, we likewise give an

unmistakable technique for appropriate pre-and postprocessing of these highlights, which

we expectation will be significant to different scientists. In our trials, we investigate both

realized sound highlights, what’s more, those educated by an autoencoder (i.e., utilizing

a feed forward neural organization). The previous incorporates some accepted includes

frequently utilized this field, just as some conceivably new highlights that would have the

option to recognize veritable discourse from satirize one.

MFCCs, spectrogram, CQCCs, LPCCs, IMFCCs, RFCCs, LFCCs, SCFCs, SCMCs,

and CCCs are among the highlights. An autoencoder also learns a new portrayal for each

of these capabilities. To expand the preparation range, the autoencoder is used. As far

as EER is concerned, any one of the models that have been used with these various ca-

pabilities has been presented. The subsequent exhibition is about 12 in terms of EER by

using only recognized highlights or only auto encoder highlights. We achieve a common

exhibition of 10.8 by constructing a mixture structure that incorporates both types of

highlights. This contrasts with the current state of the art and stresses the importance

of coordinating different types of sound highlights, both known and machine trained, in

order to build a powerful model for replay spoofing recognition.

2.3 SIAMESE NETWORK FOR AUDIO SIMILAR-

ITY

In this paper the authors has worked on the similarity of two audio signals using Siamese

LSTM Network. The selection of audio signal features and feature matching model is

the essential technology in audio signal similarity detection. A method of using LSTM

in the basic network section of the Siamese network is proposed to increase the accuracy

of audio similarity estimation. First and foremost, they extracted the properties of the

two audio signals’ filter banks Then, to calculate the result, two feature matrices are sent

into the network. Audio resemblance Experiments have shown that the Siamese LSTM

is effective. Using FBank characteristics, a network can accurately detect similarity.

consisting of two audio segments[8]. The experiment employed 60,000 audio segments
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separated into 30 categories as the dataset. Animal calls, human speech, percussive

sounds from various materials, and so on are among the noises. A batch of 128 data

pairs was used for training, with RMSprop as the optimizer. The loss on the verification

set drops to 0.0715 after 150 rounds of training, and the accuracy rises to 0.9323. They

employed five approaches for detecting acoustic similarity in the dataset for comparison.

• FBank + ordinary Siamese network

• MFCC+ ordinary Siamese network

• MFCC+Siamese LSTM network

• Fbank +Siamese LSTM network

• MFCC+Siamese LSTM network

From all the tried variants the accuracy proved to be the highest when FBank + Siamese

LSTM Network were used.

2.4 ANALYZE EARLIER DETECTIONMETHODS

In this paper the author has proposed a method to classify the audio data into genuine

and spoof using the SLIME algorithm. They analyzed the Convolutional neural net-

work based method submitted at the ASVspoof 2017 challenge. They discovered that

the classification of the audio more of depends on the first 400 milliseconds. Using this

information and the slime algorithm they did experiments by interchanging the first and

the last 400 milliseconds of the misclassified genuine and the correctly classified spoof

with high confidence to get the end results which showed increase in the equal error rate

for protecting the system and decrease in case of the attacker’s perspective[10]. Thus the

paper concluded that using LCNN(FFT) for classification and SLIME for generation of

class explanation of temporal and spectral perspective

2.5 Literature Summary
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Paper Title Year Type Method Summary
Audio Replay
Spoof Attack
Detection Using
Segment based
Hybrid Feature
and DenseNet
LSTM Network

2019 Paper Hybrid feature
extraction with
Dense, LSTM
and Dense-
LSTM

In this paper the author
proposes a method which
is proven to be perform-
ing better 64.31 then the
original method. The
methods used for audio
data feature extraction are
MFCC, CQCC. But the
proposed method uses a seg-
ment based hybrid method
which takes hybrid features
from both the methods
that are MFCC and CQCC
which are then trained using
different methods, Dense,
LSTM and hybrid architec-
tures like Dense-LSTM. The
proposed method performs
really better then the base-
line approaches in detection
of audio replay spoof attack.

Robust Signal
Classification
Using Siamese
Networks

2019 Paper Siamese Convo-
lutional Neural
Network, Image
Classification

The paper is about classify-
ing images with noise that
is, classifies even the simi-
lar wireless signal emitters
across signal to noise ra-
tio and a dataset of small
size using Siamese Con-
volutional Neural Network
and compared the perfor-
mance with the basic con-
volutional neural network
output[3]. The model was
trained on compressed spec-
trogram images to differ-
entiate out the randomized
signals amongst the modu-
lated signals. And the per-
formance of the proposed
model proved to be more ef-
ficient and improved classi-
fication.

Table 2.1: Literature summary
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Paper Title Year Type Method Summary
Audio Fea-
ture Extraction
Based on Sub
Band Signal
Correlations for
Music Genre
Classification

2018 Paper Support Vector
Machine

The authors provided a set
of new low-level audio fea-
tures which were based on
correlations amongst sub-
band audio signals decom-
posed using the undeci-
mated wavelet transform.
The experimental findings
which were on the GTZAN
dataset, resulted that the
suggested method outper-
formed the standard meth-
ods with an accuracy of
81.5 percent under the as-
sumption that Support Vec-
tor Machine is employed for
classifier learning[7].

Deep Learning
for Audio Signal
Processing

2019 Paper Deep Learning This study gives a review
of the state-of-the-art deep
learning algorithms for au-
dio signal processing, given
the recent increase in deep
learning breakthroughs[6].

Replay attack
detection with
raw audio waves
and deep learn-
ing framework

2019 Paper Convolutional
Neural Network

The author in the paper
has proposed a 1D Con-
vNet system that includes
raw audio waves as one of
its properties. This ap-
proach achieves an EER of
0.41 percent on the devel-
opment set and 5.29 per-
cent on the evaluation set,
beating the best submission
to the ASVspoof 2017 chal-
lenge, which had an EER of
3.95 percent on the develop-
ment set and 6.73 percent
on the evaluation set[11].

Table 2.2: Literature summary
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Chapter 3

Audio Data and Audio Spoofing

Attack

Audio signal and format—An audio signal is nothing but a sound reflection that is usually

defined by an electrical voltage level for analogue signals or we may say a series of binary

numbers for digital signals. Digital audio systems represent audio signals in a variety of

digital formats. Digital audio data has many digital formats, the most common is .wav

file which contains uncompressed audio data. Figure 1 shows the wave in the audio data.

Figure 3.1: Sine wave in the audio file

3.1 Feature Extraction

Feature extraction is a method for identifying essential information features or attributes

using different techniques for the same. There a lot of types of feature extraction methods,

below given are some of them.
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FEATURE EXTRACTION TECHNIQUES:

• Mel Frequency Cepstral Coefficient(MFCC)

• Spectrogram

• Chroma Features

• Spectral Centroid

• Linear Prediction Coefficient(LFC)

• Linear Prediction Cepstral Coefficient(LFCC)

• Line Spectral Frequencies(LSF)

3.2 Feature Extraction Techniques Used

3.2.1 Mel Frequency Cepstral Coefficients (MFCC)

On a contorted frequency scale based on human auditory discernment, MFCC are cepstral

coefficients inferred. Windowing the audio signal into partitions divides the discourse sig-

nal into outlines is the most important factor in MFCC calculation. Since high frequency

formants test lower sufficiency than low recurrence formants, high frequencies are high-

lighted to ensure that all formants have the same plentifulness. After windowing, the

Fast Fourier Transform (FFT) is used to determine each edge’s force range. As a result,

the channel bank preparation is carried out on the force spectrum using mel-scale. After

converting the force spectrum to log space and calculating the MFCC coefficients, the

DCT is applied to the discourse signal. The formula for determining the mels for any

frequency is,

mel(f) = 2595x log10(1 + f/700) (3.1)

In equation 3.1 mel(f) denotes the frequency (mels) and f denotes the frequency (fre-

quency) (Hz).

Equation 3.2 is used to measure the MFCCs:

12



Figure 3.2: Mel Frequency Cepstral Coefficients flow.

Ĉn =
k∑

n=1

(
log Ŝk

)
cos

[
n

(
k − 1

2

)
π

k

]
(3.2)

In equation 3.2 the number of mel cepstrum coefficients is k, the output of filterbank

is Sk, and the final mfcc coefficients are Cn.

In some pattern recognition problems involving human speech, cepstral coefficients

are said to be correct. They are commonly used in speaker recognition and identification

[9]. Below table shows the comparison of different feature extraction techniques.

3.2.2 Spectrogram

A spectrogram is a graph that depicts the frequency spectrum of a recorded audio over

time. This means that as the figure gets brighter, the sound becomes more focused

around those precise frequencies, and as the figure gets darker, the sound becomes more

empty/dead[15]. The fast Fourier transform is a valuable tool for analysing the frequency

content of a signal, but what if the frequency content changes over time? This category

includes the majority of audio signals, such as music and voice. These signals are known

as non-periodic signals. We need a way to see the spectrum of the signal as it changes

over time. This is called the short-time Fourier transform, and it is exactly what is done.

The spectrogram is obtained by computing the FFT on overlapping windowed portions

of the stream[16].
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Figure 3.3: Spectrogram

3.2.3 Chroma Feature

Music which has usefully classified pitches (usually into 12 divisions) and tuning that

takes into account the scale which is equal-tempered might benefit from chroma-based

characteristics, sometimes known as ”pitch class profiles.”. The chroma feature is a

condensed descriptor that reflects a musical audio source’s tonal component. As a result,

chroma features can be regarded of as a prerequisite for a semantic analysis which is

high-level like chord recognition or for example harmonic similarity estimations. A higher

quality extracted chroma feature provides for significantly better performance in these

high-level jobs. Short Time Fourier Transforms with Constant Q Transforms are utilised

to retrieve chroma features.[22].

3.2.4 Spectral Centroid

The spectral centroid is a statistic used in digital signal processing to categorize a spec-

trum. It depicts the location of the spectrum’s mass center. It has a significant perceptual

connection with how bright a sound is perceived. The spectral centroid is frequently re-

lated with sound brightness measurement. The ”centre of gravity” is calculated using the

frequency and magnitude information from the Fourier transform. The average frequency

weighted by amplitudes, divided by the sum of the amplitudes, is the individual centroid

of a spectral frame, or:
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SpectralCentroid =

∑N
k=1 kF [k]∑N
k=1 F [k]

(3.3)

In equation 3.3 the amplitude corresponding to bin k in the DFT spectrum is F [k]

[23].

3.3 Audio Spoofing Attack Detection

Automatic speaker verification (ASV) [13] systems are used for individual verification in

a variety of business applications such as call centers, banks, and personal digital assis-

tants (PDAs). These systems, in any case, are vulnerable to spoofing attacks [11]. The

vulnerability of ASV frameworks to mocking tackles is a serious problem that needs to be

addressed because it poses a real threat to their protection. When used correctly, a mock-

ing assault will give unauthorised access to private and sensitive information. Creating

fake discourse, pantomime or mimicry, and replaying discourse accounts are all examples

of spoofing attack techniques. To counter such mocking attacks, one may construct a

framework that distinguishes between genuine and parody discourse signals; however,

what credits could such a framework use to do so? It’s safe to assume that observable

AI and a proper measure of knowledge would actively seek out such characteristics. In

both the ASVspoof 2015 and ASVspoof 20172 public assessment challenges, a few AI

frameworks were successful in spoofing assault venue. Frameworks that use deep neural

networks are particularly effective at detecting replay attacks (DNNs). Despite the fact

that these systems have produced positive results, it is unclear what they have worked

out how to do; they are frequently used as a black-box. Is a system that appears to

understand a mocking assault really operating with credits relevant to the problem, or is

it just a product of how a train/test knowledge base was developed on the other hand.

For example, shows how an edge-based Gaussian Mixture Model (GMM) system pre-

pared for replay caricaturing position on the variant 1.0 of the ASVspoof 2017 data base

exploited ancient rarities in the data set to make class decisions. On the refreshed form

2.0 corpus, the same developers recognize a comparable problem for outline-based GMM

frameworks. It is still unclear if we’d be able to trust such a system ”in nature.” Answers

to these questions will help strengthen not only the protection of ASV systems, but also

the development of new parodying attacks and the improvement of preparing data bases.

For all the audio spoofing detection work, the dataset used is the ASVspoof 2017 dataset.
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Chapter 4

Siamese Networks

Bromley and LeCun initially proposed Siamese nets in the early 1990s to handle the

challenge of signature verification as an image matching problem (Bromley et al., 1993).

A Siamese neural network is a type of artificial neural network that employs the same

weights to compute equivalent output vectors from two different input vectors. One

of the output vectors is frequently precomputed, creating a baseline against which the

other output vector is measured. The purpose of the Siamese network is to differentiate

between the two inputs X1 and X2. The network’s output is a probability between 0 and

1, with a value closer to 0 suggesting dissimilar picture prediction and a value closer to

1 indicating comparable image prediction as output.

4.1 Why is Siamese Network used ?

• In an ensemble, it’s nice to have the best classifier: Because it uses a different

learning approach than Classification, averaging it with a Classifier can produce

significantly better results than averaging two associated

• Supervised models (e.g. GBM and RF classifier) Siamese focuses on learning em-

beddings (in the deeper layer) that group together related classes and notions as a

source of information. As a result, it is possible to learn semantic similarities.

• More resistant to class imbalance: Siamese Networks can recognize a few images

per class in the future with just a few photographs for each class thanks to One-shot

learning.
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4.2 Loss Functions in Siamese Networks

4.2.1 Binary Cross Entropy Loss

The actual class outcome, which can be 0 or 1, is compared to each of the projected

probabilities. The score is then computed, with probabilities being penalised based on

their divergence from the projected value. That is, how near the result is to the true

value. First, let’s define binary cross-entropy in formal terms. The negative average of

the log of corrected predicted probability is called Binary Cross Entropy.

LogLoss =
1

N

N∑
i=1

− (yi ∗ log (pi) + (1− yi) ∗ log (1− pi)) (4.1)

In equation 4.1 the chance of class 1 is pi, whereas the likelihood of class 0 is (1-pi).

The first portion of the formula becomes active and the second part vanishes when

the observation belongs to class 1, and vice versa when the observation’s true class is 0.

This is how the Binary cross-entropy is calculated.

4.2.2 Triplet Loss:

A triplet loss compares a base (anchor) intake to a positive (truthy) and negative (falsy)

input. The gap between the base (anchor) and positive (truthy) inputs is reduced to

the minimum value achievable, the gap between the base (anchor) input and the adverse

(false) input is growing.

ι (A,P,N) = max
(
∥f (A)− f (P )∥2 − ∥f (A)− f (N)∥2 + α, 0

)
(4.2)

In 4.2 equation, the anchor, positive, and negative images have feature embeddings

of fa, fa, fn, with alpha functioning as a margin term to ”stretch” the distance variations

between like and unlike pairs in the triplet. During the training phase, the model is fed a

single image triplet (anchor image, negative image, positive image). The concept is that

the distance between both the anchor and the positive images should be less than the

distance between the anchor and the negative images.
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4.2.3 Contrastive Loss:

Contrastive Loss is a popular and commonly used loss function currently. Rather than the

more usual error-prediction losses, it is a distance-based loss. This loss is used for training

embeddings that have a small Euclidean distance between similar points and a large

Euclidean distance between dissimilar points. The Euclidean distance, Dw, is defined as

follows: 4.3

(1− Y )
1

2
(Dw)

2 + (Y )
1

2
{max (0,m−Dw)}2 (4.3)

Our network’s output for a single image is Gw, as seen in 4.4

√
{Gw (X1)−Gw (X2)}2 (4.4)
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Chapter 5

Proposed Framework for Audio

Spoofing Attack Detection using

Siamese Network

5.1 Proposed Approach To Detect Audio Spoofing

Attack using Siamese Network

There are many methods giving solutions for detecting the audio spoofing attack instead

of audio being a complex data. Various classification algorithms are used to serve the

purpose, which proved to efficient too. But using neural network proves to be more

efficient in most of the cases. We recently came across a deep neural network that uses

two similar networks with same weights to find similarity between two objects or to find

difference between the two as it gives comparable output vectors[17], which saves the

comparing with all the rest objects. This quality should make it more efficient in the

audio domain also. Siamese not being much used in audio domain, remains a problem

for getting extremely efficient performance directly so we have different approach for

comparing the performance. The work is divided mainly into three parts that have

variations:

1. Different Feature Extraction Technique

2. Different Siamese Networks

3. Comparing its performance
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Feature extraction techniques used are 1. MFCC (Mel Frequency Cepstral Coefficients):

”Windowing the signal, applying the DFT, taking the log of the magnitude, and then

warping the frequencies on a Mel scale, followed by applying the inverse DCT are the basic

steps in the MFCC feature extraction technique”[18]. 2. Spectrogram: A spectrogram

is a graph that depicts the frequency spectrum of a recorded audio over time [19]. 3.

Chroma Feature: Pitch class profiles, also known as chroma-based characteristics, are

a strong method for analysing music with meaningfully categorised pitches (typically

into dozen categories) tuning that takes into account the equal-tempered scale. and 4.

Spectral Centroid: The spectral centroid is a statistic used in digital signal processing

to describe a spectrum. It depicts the location of the spectrum’s mass center. It has a

significant perceptual connection with how bright a sound is perceived.

Figure 5.1: Flow for Audio Spoofing Detection using Siamese Networks
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5.2 Dataset Description

The dataset that best matches our requirements and is standard is the ASVspoof Dataset.

Here we have used the ASVspoof 2017 dataset. The dataset has three directories, training,

development and evaluation with different number of audio files in .riff or .wav formats

of different duration. All the audio file have 16 kHz of sampling rate and are stored in

16-bit format [20]. Then there is protocol directory which contains three protocol text

files in ASCII format for where training consists of list of file that is used to train spoofed

and human speech detectors, development with list for trying validation and evaluation

with data list to evaluate the final performance of any speech detector. All three files

have the same format with seven different columns with the given below labels

• unique file ID

• Genuine or Spoof

• Speaker ID

• RedDots common phrase ID

• Environment ID

• Playback device ID

• Recording device ID

Below Figure has the statistics of the ASVspoof 2017 dataset

Figure 5.2: Statistics Of ASVspoof 2017 dataset

There are ten common phrases used for this, which have there specific ID mentioned

in the fourth column, which are spoken by a different speakers. The data labeled spoofed
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that is, it is recorded and replayed have the data for the fifth, sixth and seventh columns

filled unlike the genuine labeled data. The data for spoofed has data for ID for the

environment where the audio is recorded, ID of device in which is used to record the

audio, and ID of the device used to replay the audio in the 5th, 6th and 7th columns

respectively.

5.3 Evaluation Parameters

FAR - The percentage ratio between a valid system invader and the actual number of

real intruders using the system. FAR stands for False Match Rate (FMR). FRR - The

percentage ratio between the number of actual users of the system and the number of

actual users who are rejected or limited for use. False Non-Match Rate is another name

for FRR (FNMR) [21]. FAR and FRR can be interconnected by mutually exclusive based

on both measures above because FAR and FRR cannot occur at the same time. The link

between FAR, FRR, and Equal Error Rate is given in Figure (EER).

Figure 5.3: FAR, FRR and EER
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5.4 Results and Discussion

We tried several different combination of methods with variations in feature extraction

methods and classification used with Siamese. The method compares all the combina-

tions with the help of equal error rate(EER) that represents the point which shows the

intersection of FAR and FRR where both of them are at the lowest point together that

is the threshold value, EER. We tried the below mentioned methods:

• Chroma Feature + Siamese LSTM

• Chroma Feature + Siamese Conv1D

• Chroma Feature + Siamese MLP

• Spectrogram + Siamese LSTM

• Spectrogram + Siamese Conv1D

• Spectrogram + Siamese MLP

• MFCC + Siamese LSTM

• MFCC + Siamese Conv1D

• MFCC + Siamese MLP

• Spectral Centroid + Siamese LSTM

• Spectrl Centroid + Siamese Conv1D

• Spectral Centroid + Siamese MLP

Table 5.1: EERs obtained for different methods used.

Chroma Feature Spectrogram MFCC Spectral Centroid
LSTM 15 38 4 45
Conv1D 56 50 62 3
MLP 184 13 306 103

The results of the experiments shows that the combination of MFCC + Siamese LSTM

and Spectral Centroid + Siamese Conv1D performs much better than all other methods

with an EER of 4% and 3% respectively.
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Chapter 6

Conclusion

In this paper we have tried using the twin neural networks, that is Siamese Networks

with different combinations to evaluate the performance of this very efficient algorithm

which is hardly used to deal with complex data like audio. The combinations tried here

were evaluated using the performance measure named Equal Error Rate(EER) which is

standard method used for measuring performance of audio data. According to the exper-

iments conducted on the ASVspoof 2017 dataset, the performance remains comparable

for the rest methods but proves to be very efficient when used the combination of Spectral

Centroid + Siamese Conv1D Network with 3% EER and MFCC + Siamese LSTM with

4% EER. Hence using Siamese for audio spoofing attack detection proves to be efficient

enough for siamese networks to be taken into consideration to get efficient performance

and good results for audio data related researches.
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Chapter 7

Future Work

Following are the work that needs to be done in future:

• Other approaches to be tried with yet another feature extraction techniques, other

classification algorithms

• Other evaluation parameters will be tried to find more accurate answer by even

more thorough performance measures

• Shall generate own dataset with genuine and recorded human voice and try exper-

imenting on that

• Other distances then Euclidean distance can be used to improve the performance
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