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Abstract

The unexpected surge in social media has given rise to distribution of unlimited con-

tent over the internet. The social media platforms behaves like a broadcasting medium

these days. Increase in social media users over past decade has given these platforms a

liberty to own and entertain their audience. Users can access daily news through these

platforms. Various channels (news related) have their official accounts which usually post

news online. Publicising and forwarding the content online is very easy and free. This is

one of the reasons why the fake news is circulated on the web. Platforms like Facebook,

Instagram, and twitter are used by millions of people every day and therefore, data is

generated with a great velocity. Huge amount of data out of there exist that is difficult

to process and classify into false data. Some users intentionally or unintentionally com-

municate these kind of stuff online. Fake news or fake information can be of any form

i.e, post, image, video, audio, etc. Proliferation of these kind of data amongst the people

may mislead them to believe something that is not true. The widespread usage of social

media plays a vital role in setting up the mindsets of the people and their actions in the

real world. The free will provided by these platforms(social media), allows people to up-

load it easily and hence, it is circulated among a huge number of masses. The credibility

of any content being uploaded on social media platforms is still a quest and the major

reason for fake news spread. This is the very motivation of this study. This research

study is a systematic review of the recent work performed in detecting the fake news

using deep learning. Herein, we perform a task for improving the performance of deep

learning model and also we implement the graph neural network for the identification of

the false news.
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Chapter 1

Introduction

The fake news refers to a false information set forth as a piece of information [4]. The

purpose behind it can either be right-minded or wrong-minded. Nowadays, online social

media platforms (mostly Facebook, Twitter, Snapchat, YouTube, etc.) have become the

chief source of information for masses all over the world [5]. Even if some untruthful

opinions may be put out on purpose, these online social media platforms are excellent

venues for people to communicate their emotions, tales, worries, and provide a better

means of getting immediate responses and feedback on various worldwide topics [6].

In economics, politics, and social development, social media play a critical role. The

proliferation of erroneous information or news on the internet and social media could

have an impact on financial markets, response times in critical situations, and terrorist

strikes, among other things [7]. Fake news is disseminated primarily for governmental

(politics) or commercial advantage. They volunteer these well-fabricated news pieces and

also hire communicating bots or paid fraudsters to roll out the news more quickly [8].

There are many instances where fake news made people believe into falsely propagated

information and act accordingly. For example, as the COVID-19 epidemic progressed,

social media platforms grew in importance as a means of socialising as well as finding and

sharing disease-related information. As a result, an explosion of unregulated information

and the propagation of disinformation occurred. In Italy exclusively, an average of 46000

news tweets on Twitter were false and related to incorrect information regarding the

issue every day in March 2020 [9]. Individuals nowadays utilize the social media and

diversification of other online news streams as their primary sources of information [10].

The social media platforms are quite easy to utilize in terms of spreading any type

1



of information. People have this flexibility to upload content on social media without

ensuring the credibility of the content they upload. The fake news spreading online is

mostly in the form of post that can be a written content, image(meme), audio, or video.

The sudden internet upsurge is also responsible for propagation of these fake content

among the masses. Conventional media such as printing news articles or magazines is

steadily diminishing, and everyone who has a social media profile or account has the

ability to be a journalist or a news writer [8]. Hence, this issue of fake news is increasing

everyday with increased use of internet [11]. Therefore, the issues we face as researchers is

figuring out how to create a tool that can assist users of any form of content (for example,

a news story) in determining if what they are seeing is false or real. In the social media

ecosystem, fake news can take many various structure and shapes, making it much more

arduous to discover and contrast them, both manually and automatically. Therefore it

is vital to survey and review the state-of-the-art strategies to create a learning ground

before devising new solutions.

1.1 Motivation

There are various aspects where fake news can become a bane to those who trust their

sources, they read and make up their mind sets or act accordingly. The motivation of

this review article comes from the importance of detecting fake news and preventing it.

Some of the important aspects of detecting the false news is listed below.

• Individuals need to be well-informed about current events and news, and their social

and political actions should not be influenced by outside forces.

• Detecting misleading news is a first step in identifying economic incentives for

spreaders who conduct their “business” on social media.

• By proper detection of fake news, people would continue to trust the internet and

social media.

• The negativity induced by any fake news will be nullified before it up-rises among

the people.

• The voluminous data generated from the social media every single day becomes

a tedious content verifying task (detection of fake and real news) if performed

manually. Hence, the automating the process in a correct way is very essential.
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1.2 Structure of this dissertation

The dissertation is divided into five chapters in all. The chapter 1 consist of the in-

troduction where we begin this research study by establishing the concept of fake news

and its repercussions on the mindsets of the people or a group of community which is

targeted as a part of propaganda. We then perform a detailed review on the current

state of the art in chapter 2. We discuss the models proposed by distinct studies with

the results that are achieved by the same. We also review different datasets which are

available publicly for analysis in chapter 2. The chapter 3 discusses the uniquely designed

architecture that is utilised to develop a small proof of concept using a highly imbalanced

dataset for classification of false and real news claims. We discuss the performance of the

model designed and achieved good results. In chapter 4, we implement a novel technique

graph neural network based models for fake news detection. In chapter 5, we examine

the challenges faced while detecting the fake news and the possible research directions

that can be considered in future to enhance this area of research. Finally in chapter 6,

we conclude this dissertation with the brief review on the performed experiment along

with the scope of future work that can be performed for more contributions toward this

problem statement.
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Chapter 2

Literature Survey

This chapter reviews the recent work and contributions done hitherto for identification

of the fake news. The researchers have proposed different solutions by proposing novel

work. This section also reviews the datasets created so far for developing these models.

2.1 Review on publicly available datasets

The quality and availability of datasets is a major impediment for automating fake news

identification. Herein, we survey the publicly available datasets on fake news that are

utilized by various researchers. The datasets available publicly are mostly made by col-

lecting the data from social media APIs. We elucidate the ways and nature of the datasets

used in distinct studies. Furthermore, the datasets are analyzed using a data require-

ments that the datasets must meet in order to be useful for building and testing fake

news detection techniques. Components of the review datasets used in the detection of

misinformation are as follows and summarized in table 2.1:

• Domain of news: Fake news pieces targeting specific news topics, such as healthcare,

academia, travel, entertainment, business, military, technology, and governmental

elections, may be found in the collection.

• Language in which the dataset is collected: This refers to the language of the

false information in the dataset, which might be written in a variety of languages

depending on the sources employed to gather the information.

• Dataset dimensions: The count of news items in the dataset is typically used to

determine its size. It can also be expressed in terms of kilobytes/megabytes.
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Table 2.1: Review on datasets

Reference Dataset
name

Domain Language Size Platform used for
data collection

[12] PHEME
dataset

Political
and social

German
and En-
glish

4842
tweets

Twitter

[13] LIAR
dataset

Political English 12836 brief
lines

Twitter and Facebook

[14] Fact check-
ing dataset

Social and
political

English 221 brief
statements

Traditional media

[15] FakeOrReal
News
dataset

Social and
political

English 33063 arti-
cles

Traditional media

[16] Zheng
et al.’s
dataset

Social Chinese 14922
headlines

Traditional and social
media

[17] Yelp
dataset

Technologi
-cal news

English 18912 re-
views

Traditional media

[18] Fake
News Net
dataset

Political
and social

English 422 news
articles

Traditional and twit-
ter data

[19] Spanish
fake news
corpus

Sciences,
Game,
Eco-
nomics,
Academia,
Enter-
tainment,
Govern-
ment,
Health-
care,
Security,
and Social

Spanish 971 news
articles

Traditional media

[20] Tam
et al.’s
dataset

Scams,
tech-
nology,
political,
and sci-
ence

English 4 million
tweets
and 1022
rumours

Twitter

[21] ISOT
dataset

Political
and global

English 25200 arti-
cles

News website data
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2.2 Literature review on fake news detection models

After the data has been collected, labeled, and features extracted, the classification

method must be decided. This section will give an overview of various methodologies

for detecting fake news using different deep learning algorithms. [22] performed exper-

iments based on CNN and amalgamation of CNN with other ensemble models. In all,

they performed seven experiments among which the best accuracy achieved was 88.78%

by model 7. There are two datasets used in this study, one was collected from twitter

and the other was PolitiFact dataset which is available publicly. Another study based on

CNN architecture [23] also used two datasets viz fake or real and a kaggle dataset. They

used two different variants of CNN i.e., LIWC-CNN(Linguistic Inquiry and Word Count-

CNN) and N-gram CNN. The CNN based models are summarized in table 2.2.

[24] created its own dataset from facebook posts and employed LSTM for the detction

of fake news. The model used the user profile and content as features for the detection.

This model achieved the accuracy of 99.4%. Another article [22] used LSTM on two

datasets (twitter scraped posts and PolitiFact) along with some hybrid models and the

LSTM model attained 80.62% of accuracy. [23] implemented two types of LSTM (depth

LSTM and embedding LSTM) out of which the embedding LSTM performed the best

(94% accuracy) on a kaggle dataset.

Another study [22] executed the amalgamation of two deep learning models such as

CNN+LSTM ensembled model, CNN+BiLSTM ensembled model with attention mech-

anism, and Bi-LSTM+LSTM ensembled model. They best model (CNN+LSTM en-

sembled learning model) pulled off the accuracy of 88.78%. [25] make use of a dataset

from kaggle competition. Four distinct experiments are performed here viz hybrid model

(LSTM+CNN) with and without pre-processing, hybrid model with PCA(principle com-

ponent analysis), and hybrid model with chi-square. The finest experiment (CNN+LSTM+PCA)

gained the accuracy of 97.8%. [26] presented a hybrid model(LSTM+CNN) for classify-

ing the fake news on a kaggle dataset. This deep learning paradigm attained 97.21% of

precision, 91.89% of recall, and 97.44% of specificity. It was also mentioned in this study

that this proposed architecture is suffering from the problem of overfitting. We present

the conducted literature review of all the above discussed models in table 2.3 and table

2.4.
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Table 2.2: Review on CNN based studies

Reference Embedding
or encod-
ing used

CNN variant
used

Evaluaiton
metrics
used

Dataset used Results
achieved

[22] GloVe CNN for text
classification

Accuracy Two datasets are used
here. One collected
from the twitter scrap-
ing and the other is
PoliFact dataset

73.28%
accuracy
achieved

[23] Word2vec N-gram CNN
and LIWC
CNN

Accuracy FakeorRealnews
dataset available pub-
licly on github and
kaggle

87% ac-
curacy
attained
by n-gram
CNN

[27] GloVe Graph CNN ROC-AUC
curve

Twitter data was
collected and for
labelling the data,
journalist fact check-
ing organizations were
employed (such as
buzzfeed, politifact
and snopy)

ROC AUC
of 92.70 ±
1.80% and
88.30 ±
2.74%

[1] GloVe CNN for text
classification

Accuracy Real-world fake news
dataset available on
kaggle is used

97.55% ac-
curacy

[28] Word2Vec 1-D CNN and
CNN with
more convolu-
tional layer

Accuracy,
recall,
precision,
f-1 score
and time
taken by
the model

Dataset taken from
kaggle competition

Both
variants
of CNN
crossed
accuracy
of 86%

[29] Word2Vec CNN and deep
CNN

Accuracy,
precision,
recall and
F-1 score

Kaggle dataset was
used

Both the
models
crossed
precision
of 0.69

[30] Glove and
one hot
encoding

CNN Accuracy Liar 63% best
achieved
accuracy

[31] GloVe CNN Accuracy Two datasets from
kaggle are used here
(DS1 and DS2)

100% accu-
racy best
achieved

[32] word2vec,
doc2vec,
tfidf, and
one hot

CNN Accuracy Liar and kaggle
dataset

96.89%
accuracy
achieved
by CNN
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Table 2.3: Review on RNN based studies

References Embedding
or encod-
ing used

Dataset used RNN
variant
used

Evaluation metric
used

Results
achieved

[24] Not men-
tioned

Created their
own dataset by
scraping posts
from facebook.
Both real and
fake news
posts were
web-scraped

LSTM Accuracy 99.4%
accuracy
achieved

[22] GloVe Two datasets
are used here,
one is twitter
scrapped data
and other is
PolitiFAct
dataset

LSTM and
Bi-LSTM

Accuracy 83.82%
accuracy
achieved
by Bi-
LSTM
(best case)

[23] Word2Vec A publicly
available
dataset
from kaggle
“fakeorreal”
is used here

Depth
LSTM and
embedding
LSTM

Accuracy 94% ac-
curacy
achieved
by em-
bedding
LSTM

[1] GloVe A kaggle
dataset “Real-
world fake
news” is used
here

LSTM FPR, FNR, cross-
entropy loss, and
accuracy

97.55%
accuracy
achieved
by LSTM

[28] Word2Vec Kaggle dataset
is used here

LSTM Accuracy, recall, pre-
cision, f-1 score and
time taken by the
model

LSTM
crossed the
accuracy
of 83%

[29] TF-IDF and
Word2Vec

Kaggle dataset
is used here

LSTM Accuracy, precision,
recall and F-1 score

97.3%
accuracy
achieved

[33] Word2Vec It is produced
using 20015
news articles
which are
gathered from
two online
sources

LSTM accuracy, ROC-AUC,
F1-score

91% ac-
curacy
achieved

8



Table 2.4: Review on hybrid and other different deep learning based studies

Reference Model used Dataset used Embedding
or encod-
ing used

Evaluation
metric
used

Results
achieved

[34] Keras neural network
model, four models
are proposed, Model
1: Fed with N-gram
vectors of news title,
Model 2: Fed with N-
gram vectors of news
content, Model 3: Fed
with sequence vectors
of news title, and
Model 4: Fed with se-
quence vectors of news
content

Data collected
and combined
from two dif-
ferent kaggle
datasets

Tf-Idf Accuracy,
Recall and
computa-
tion time

90% ac-
curacy
achieved
by model 4

[22] CNN + LSTM
ensembled model,
Bidirectional LSTM
+ LSTM ensembled
model, CNN + LSTM
ensembled model
with attention mech-
anism, and CNN +
bidirectional LSTM
ensembled model with
attention mechanism

Two datasets
are used here.
One collected
from the twit-
ter scraping
and the other
is PoliFact
dataset

GloVe Accuracy 88.78%
accuracy
achieved
by CNN
+ Bidi-
rectional
LSTM
ensembled
model with
attention
mecha-
nism.

[25] CNN+LSTM with
four types of feature
engineering tech-
niques

The Fake
news challenge
dataset was
taken

Word2Vec Accuracy
and F-1
Score

CNN-
LSTM
with PCA
: 97.8 %
is the best
achieved
accuracy

[26] Hybrid CNN+LSTM Dataset was
taken from
kaggle

GloVe Accuracy,
sensitivity,
and speci-
ficity

Precision:
97.21%,
Recall:
91.89%,
Specificity:
97.44%

[35] Hybrid CNN+RNN FA-KES
dataset and
ISOT dataset

Keras em-
bedding
layer

Accuracy,
precision,
recall, and
F-1 score

FA-KES:
60% ac-
curacy,
ISOT: 99%
accuracy
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Chapter 3

Improving the efficiency of fake news

detection using deep learning

This chapter proposes a novel architecture that improves the efficiency of the results of

the reproduced results of [3]. We present the details of the dataset used in this experiment

along with the unique approach to resolve the lacunae of the existing approach.

3.1 Motivation and objectives

There are several ways in which individuals who read fake news stories, form their opinions

based on what they read, and then act in accordance with their convictions put themselves

in danger of being misled. The significance of identifying and avoiding the spread of false

information served as the inspiration for this proposed approach. Following are the

objectives of the proposed model:

1. To prevent the harm that may have been caused by spreading false information

will be neutralised before it can spread to the general public by detecting the news

which is fake.

2. To address the issue of class imbalance in the dataset which is previously not been

addressed by [3].

3. To propose a novel architecture where fake news can be identified by a deep learning

model(LSTM).

4. To make internet a safe space for individuals for their daily news reading/sharing.

10



3.2 Dataset description

The dataset produced by [36] is used in this study. The dataset consist of enumeration of

news related to the COVID-19 news broadcasted across the web. The dataset consist of

two columns viz., headlines spread over internet and whether these headlines are true or

false. In all, there are 10201 headlines (in text format). 474 headlines were labelled true

and 9727 were false. The proportion is shown in figure 3.1. Class 1 refers to the correct

news claims and class 0 contains the false claims.

Figure 3.1: Dataset class distribution

3.3 Proposed architecture

We propose a idiosyncratic approach to detect the false claims present in the dataset. The

architecture proposed in this work is designed by us for improving the performance of [3].

Figure 3.2 shows the exact process of identifying the false headlines using a unique deep

learning approach. First the dataset is pre-processed before it is fed into any deep learning

model. Then the encoding/embedding takes place for converting the cleaned data into

vector format so that it becomes machine friendly for classification. The embedded data

is given to the deep learning model for further classification of the target. The output

generated is then evaluated using the suitable evaluation metric. The detailed process is

discussed in this chapter. The unique layered system is designed for recognition of false

claims and it is explained in the latter subsections of this chapter.
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Figure 3.2: System flow diagram

3.4 Explanation of the layered architecture

Herein, we discuss the detailed proposed layered mechanism for fake news classification.

The proposed approach contains distinct layers and each layer plays significant role in

predicting the target attribute. In all five layers are involved in the architecture and

detailed description of each layer is presented in the following sub-sections.

Figure 3.3: Proposed layered architecture

3.4.1 Pre-processing layer

This layer is useful when the data is raw and requires cleaning for better learning of the

model. Cleaning raw data is very important because it contains a lot of useless symbols

or words which do not help the algorithm in classification. The dataset is pre-processed

before it is fed into any deep learning model. The pre-processing involves the dropping

the null rows if any, followed by removal of stopwords, stemming, lower-casing the words.

The cleaned data is then converted into one-hot encoding represenation.
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3.4.2 Embedding layer

Word embedding is a term used for word representation to analyze text, usually in the

form of a vector with a real value that includes the meaning of the word as words close to

the vector space are expected to match the meaning so that the machine understands it.

Herein, the embedding layer is utilised such that it pads the given sequence of texts into

equal lengths (sentence length 60 is chosen). The embedding proposed by [3] is utilised

in this experiment.

3.4.3 Class-weight assignment layer

The dataset is highly skewed and hence not fit for learning. In order to solve this issue, we

introduce the concept of assigning the class-weights before we send the cleaned data into

any deep learning algorithm for prediction purposes. The class-weights can be assigned

to both majority and minority classes present in the dataset. The weights assigned before

training the model to the classes impacts the prediction by giving equal priority to all the

available classes irrespective of lower number of samples available in the minority class.

The more priority to the minority class in the cost function of the applied algorithm and

therefore reduces the error in predicting the target in case of the minority class.

The formula for calculating the class weights for any respective class is given by

equation 3.1 .The class weights in this experiment are manually passed using a dictionary

data structure with 70% weightage is given to the minority class and remaining 30%

weightage is given to the majority class.

Wi = Totalsamples/(targetclasses ∗Ri) (3.1)

where Wi is weight for class “i”, Totalsamples denote the total rows in the dataset,

targetclasses are the total number labels present in the target class, and Ri is number of

rows present in the class “i”.

3.4.4 LSTM(Long-short term memory) layer

After assigning the class-weights, the LSTM layer with 128 neurons is added for training

followed by a dense layer with sigmoid activaiton function is employed for output purpose.

The data was split into two parts, 80% training and 20% testing. The model was trained

for 35 epochs with batch size of 32. Figure 3.4 shows the working diagram for LSTM
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used as the deep learning algorithm for classification purpose.

Figure 3.4: LSTM architecture [1]

where “T” denotes the tanh (i.e., activation function), “S” is the sigmoid func-

tion, “PA” represents the addition to be performed point-wise, and “PM” denotes the

pointwise-multiplication.

3.4.5 Output layer

This layer is responsible for collecting the results that are given by the deep learning

algorithm. The output in terms of classification of the claims present in the dataset into

fake or real. The further evaluation of the model is analyzed here. For the performance

analysis of the proposed model, we calculate f1-score, support, precision, and recall along

with the accuracy. The precision for both the classes is calculated to check the perfor-

mance of both the classes. For more visualization of the results, confusion matrix is also

created for the proposed model.

3.5 Experimental setup and motivation for conduct-

ing this experiment

The experiment conducted in this research study employed google colab platform and

github(for data extraction). The parameters used in this experiment and the simulations

are same as [3]. The simulated study utilized a dataset created by [36]. The dataset used

for the experiment is highly imbalanced resulting into poor performance into existing

paradigms. This research experiment therefore gets its motivation from the fact that

there is still need and scope for improvement for handling such sensitive data when used

for classification purposes .The recent advancements in the deep learning models are boon
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to the NLP(Natural language processing) problems, but lack the ability to classify when

the data is disproportioned. The prime goal of this experiment is to differentiate the false

news from the real one.

3.6 Analysis of the achieved results

This section discusses the results achieved by the proposed approach. This experiment

has exclusively taken care of the sensitive data created by [36]. The performance of

the reproduced results of [3] were poor for the minority class. The dataset imbalance

problem in the domain of false news claims can lead to biased learning of the model

which is definitely not a good idea. Whether a news is true or false, the model shall

predict both the classes correctly. In the next subsection, we discuss the results achieved

by the proposed novel approach.

3.6.1 Results

The accuracy attained by the proposed model is 97% and the original accuracy was 96%.

The achieved achieved results are produced by the proposed architecture as an improved

version of [3]. The detailed classification reports for both the approaches can be seen in

table 3.1 and table 3.2. The recall, precision, and F-1 score of class 1 and 0 are quite

promising than the existing approach [3].

Table 3.1: Results achieved by the proposed approach

Precision Recall F-1 score Support
Class 0 0.98 0.99 0.99 1945
Class 1 0.72 0.65 0.68 96
Macro-avg 0.85 0.82 0.83 2041
Weighted
avg

0.97 0.97 0.97 2041

Table 3.2: Results achieved by the existing approach [3]

Precision Recall F-1 score Support
Class 0 0.98 0.98 0.98 1945
Class 1 0.55 0.49 0.42 96
Macro-avg 0.76 0.74 0.75 2041
Weighted
avg

0.96 0.96 0.96 2041
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Chapter 4

Fake news detection using graph

neural network

Herein, we aim to detect fake news using the concept of graph neural networks. The

study [2] is taken into the consideration and the results for the same are reproduced in

this work. In this research, we leverage media users’ previous postings to determine their

endogenous news consumption preferences. We offer User Choice-aware False Detection,

a fake news detection approach that integrates intrinsic preference and extrinsic context

together.

4.1 Motivation and objectives for implementing graph

neural network

The previously implemented models for fake news detection are majorly based on the

content of the news present as a dataset. The other data points such as the user’s historical

data, the user profiles, news propagation patterns, etc are not considered by the models.

When it comes to take the other data points in to consideration, the deep learning models

requires a structure in which the data can be represented (graph based data depiction).

The data structure used to model the dataset for the ’fake news detection’ task for GNN

is graph which allows us to keep more data points for model learning which leads to

better results. The motivation for implementing the graph based model is to take both

the intrinsic as well as extrinsic features for more accurate prediction of the fake news

which is the ultimate goal of this study. Following are the objectives we aim to attain by
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utilizing graph based models:

1. Graph based models not only focus on the news content but also other features

which are useful for better prediction.

2. The inclusion of endogenous and exogenous feature for better prediction.

3. The massive amounts of data that are produced by social media platforms on a

daily basis become a laborious undertaking, and therefore maximum number of

data points extraction is performed using graph neural networks.

4.2 Dataset description

The FakeNewsNet database [18] was chosen to explore both user preference and false

news distribution patterns. FakeNewsNet contains multi-dimensional data on content

of the news, social context, and spatial data. It includes false and actual news via two

fact-checking sites, as well as social media participation from Twitter. Table ?? displays

the dataset characteristics.

Dataset
name

Total
graphs
(for fake
news)

Total graphs
(for real
news)

Total
nodes

PolitiFact 157 314 41,054
GossipCop 2732 2732 314,262

Table 4.1: Dataset description

4.3 Endogenous user preference:

The endogenous preference in this context refers to the intrinsic behavior of the user

which can be seen and collected by collecting the user’s historical data. Herein, we utilize

the last 200 for each account to get historical data for user preference modelling, totaling

about 20 million tweets retrieved (from twitter API). We utilise randomly picked tweets

from available users engaged in the very same news as the comparable historical postings

for inaccessible individuals whose accounts are disabled or deleted. The intrinsic features

of users help us to identify the user preference as a feature for fake news detection.We en-

code news items and user historical postings using different text depiction (Embeddings)
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learning algorithms to simulate the user endogenous preference. The encoding performed

in this experiment make use of word embedding (Bert).

The news material is encoded employing BERT with the longest possible input se-

quence (i.e., 512 tokens). We couldn’t utilise BERT to encode 200 tweets as one chain

of sequence due to the input pattern length constraint, so we had to encode every tweet

individually and then averaged them to get a user’s preference depiction. Because twitter

text is often much shorter than news text, we experimentally limited BERT’s maximum

input sequence length at 16 tokens (this reduces the time for encoding). The encoding

strategy discussed above is depicted in the figure 4.1.

Figure 4.1: Endogenous user preference [2]

4.4 Exogenous user preference:

The individual’s exogenous context is made up of all people who interacted with a news

story on social media. To create a news propagation graph, we use the retweet data from

news articles. We create a news dissemination graph using retweet data from news arti-

cles. The information propagation network(graph) is a tree-structured network in which

the root node denotes the news item and other nodes indicate people who disseminate

the root article, as illustrated in Figure 4.2.
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Figure 4.2: News propagation graph [2]

4.5 Fusion of the extracted information

Using the GNN, we basically combine the endogenous and exogenous data. The news text

embedding and user interest embedding may both be considered node characteristics in a

GNN. Typically GNNs discover the node embedding by aggregating the characteristics of

its neighbouring nodes given the news propagation network. To acquire the embedding

of an information transmission graph, we employ a readout function across all node

embeddings. Second, news material often includes more clear clues about the news’

reliability.As the ideal news embedding, we concatenate news textual encoding and user

interaction embedding to improve the embedding of the news content.

Later the fused information is given to a multi-layered perceptron for the binary

classification (fake vs real). The loss function used here is the binary cross entropy, and

the model updation is performed using SGD (Stochastic gradient decent). The dimension

of the graph embedding used here is 128 along with the Adam optimizer.

4.6 Experimental setup

This whole experiment is performed on CloudOcean platform. The PyTorch-Geometric

is used here to implement all graph based models. The test-train-validation ratio here is

70-20-10 for all the algorithms. The batch size used here is 128 along with the ’Adam’

optimizer, and the regularization technique used here is ’L2’ with weight 0.001. The
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mean of five different simulations is carried out here.

4.7 Methodology

There are three primary components to our framework. To understand user endogenous

inclination, we crawl the past postings of people interested in the news, provided a news

story. By encoding previous postings utilizing text representation learning algorithms,

we may infer the opinions of active users. Second, to take advantage of user exogenous

knowledge, we construct the news dissemination graph using engagement data from social

media sites (for example, Twitter retweets). To merge the user’s endogenous preference

and external surroundings, we design a tiered information fusion technique. The en-

gagement of the users is presented in the form of embedding along with the news text

embedding are combined to create the final news word embedding. The findings of the

study are averaged across five separate runs.

In this research, we demonstrate that user endogenous content aggregation preferences

are crucial in detecting bogus news. To back up this claim, we gathered user historical

postings to simulate their endogenous preferences and used the news dispersion graph

from twitter as the users’ extrinsic social context. In all, there are five graph convolu-

tion operators were employed in this work viz., GCN [37] , GCN-FN [27], Bi-GCN [37],

GraphSage [38], and GAT [39]. The text embedding for both the ’news content’ and

’historical posts of users’ used is BERT.

The aforementioned convolution operators are pre-defined in the Py-Geometric frame-

work. For this experiment, we run 10 simulations for each model.

4.8 Results achieved

The results for both the datasets (PolitiFact and GossipCop) is calculated in this work.

The simulations carried out were recorded and then average of all the achieved results

(for 10 times) is calculated. We present the accuracy and F1-score of PolitiFact in table

4.2 and GossipCop in table 4.3.
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Simulation no. Accuracy F-1 score
1. 85.54 85.46
2. 83 83
3. 82.99 82.89
4. 83 83
5. 82.98 82.98
6. 83 83
7. 82.98 82.89
8. 83 83.41
9. 83 83
10. 82.98 82.89

Table 4.2: Results achieved for the dataset PolitiFact

Simulation no. Accuracy F-1 score
1. 95.43 95.40
2. 95.41 95.39
3. 95.41 95.38
4. 94.77 94.75
5. 95.45 95.43
6. 95.27 95.24
7. 95.25 95.45
8. 95.22 95.21
9. 95.42 95.40
10. 95.42 96.40

Table 4.3: Results achieved for the dataset GossipCop

4.8.1 Statistical analysis

We conduct a t-test between the original results (stated by [2]) and the results reproduced

in this study.

We present the original results in table 4.4 and the reproduced results in table 4.5

Dataset Accuracy F-1 score
PolitiFact 84.62 84.65
GossipCop 97.23 97.22

Table 4.4: Originally produced results by [2]

We perform a t-test between the two pair of results and try to check whether the

reproduced results are statistically similar or not.

Firstly, we perform the t-test between the original pair of accuracy and the reproduced

accuracy on the chosen two datasets.
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Dataset Accuracy F-1 score
PolitiFact 83.25 83.25
GossipCop 95.32 95.41

Table 4.5: Reproduced results

The p value obtained for the mean vector of accuracy = 0.0001, which is less than 0.05.

The reproduced results therefore are very much statistically similar in case of accuracy.

Next, we perform the t-test between the original and the reproduced F-1 score on the

chosen two datasets.

The p-value obtained for the mean vector of F1-score = 0.8713, which is greater than

0.05. The reproduced results therefore are not statistically similar in case of F1-score.
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Chapter 5

Challenges and future research

directions

The bias created by these news posts(false claims) has been a focal point for various

research studies so far. Researchers have made use of current developments and simple

access to deep learning approaches to detect the falsely generated information, rumour,

spamming, and other issues in social networking websites over the last few years [40].

It allows platforms to manage, analyze, and adjust a large amount of data. It’s now

most commonly used in business intelligence frameworks and predictive analytics. The

proposed models for recognition of such false news face from some challenges that are

discussed in this section as follows:

• Detecting fake news that has incorrect information itself is sounds confusing. Be-

cause no other news pieces have been published, this will require a thorough gath-

ering of evidence as well as a thorough and proper inspection of facts. Although

skilled specialists find assessing the validity of a news article to be a complex and

challenging task.

• The task of comparing the facts with the various news items presented in various

forms (audio, video, image post, or text post) becomes a tedious task if we try to

automate it.

• The deep learning algorithms (hybrid models let’s say) are computationally exhaus-

tive, and when applied to a large amount of data would definitely add more to the

computational and infrastructure cost.
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• The data generated on different social media platforms of different languages would

require their own separate embedding or encoding techniques which might result

into an overhead. The code-mixed data(data containing languages more than one

such as hindi+english) is difficult to handle.

All the above mentioned challenges must be addressed in order to enhance this area of

research. This give rise to the administration of the future research that has the scope for

improvisation of the existing methodologies and their lacunae. We discuss the foreseeable

future research orchestration in this section. Though much has been done in recent years

to improve the reliability and trustworthiness of internet content, certain crucial areas

remain unresolved. This subsection we will be discussing the hitherto research void as well

as possible future research directions. Administering the circulation of incorrect news and

hereby lowering the negative whack on society requires quick and real-time detection of

the originator are some of the unaddressed problems. Real-time data collection, automatic

rumour detection, and tracking down the original source are all complicated tasks. These

things give birth to some of the possible research opportunities. These research directions

for future are discussed below in brief:

5.1 Echo chamber neutralization

When a user’s inherent thoughts and perspectives are reinforced on social media, and

he is unaware of the alternative viewpoints, result into echo chambers formation. As a

result, more study is needed to connect the contradictory echo chambers and effectively

communicate contrasting viewpoints to readers for reducing radicalization. It also aids

in the finding of truth by requiring users to think critically and rationally across several

perspectives.

5.2 Detecting the actual sources of fake news

Individuals usually have accounts on a number of social networking platforms, and they

can spread rumours across one or more social networks that they own , making source

discovery arduous. Accompanying this, the dissemination of misleading information from

one online platform to many others, also known as cross platform propagation and hence

the identification for the same has become a substantial hurdle for academics to investi-

gate.
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5.3 Dataset framing

Because most research is done on highly personalized datasets, the creation of credible

standard datasets in this industry is essential. Datasets that are based and framed on ac-

tual real-time scenario of detecting the fake information across the social media platforms

.A conventional juxtaposition between different algorithmic techniques is impossible due

to a deficiency of availability of large-scale datasets publicly. The need for massive dataset

containing all the probable news domain so that a deep learning or machine learning al-

gorithm can use it for learning purposes. Such datasets are much demanding in this field

of research.

5.4 Detecting fake news before its proliferation amongst

the mass audience

Catching fake news immediately on, before it circulates, is a difficult challenge that

must be accomplished in order to implement effective, a timely response, and prevention

measures. It’s nearly tough to change people’s minds after fraudulent news has gotten

prevalent and acquired their confidence. This is one of the major challenges where re-

searchers need to focus because this can solve the problem even before it can take place

in real time space.

5.5 Complexity in discerning the correctness or truth-

fulness of news articles

If we perform the veracity classification task before it is properly addressed, it becomes

a prediction problem that necessitates a large amount of supporting data. Because of

the intricate and variable network organization of social platforms, the problem becomes

even more complicated. This issue will always be there and it requires special efforts to

address it.

5.6 Language barriers

The majority of the research focuses on grammatical structures in English-language con-

tent. Other admired and accepted regional or local languages are not yet evaluated. The
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linguistic flexibility would add to the major advancements in determining the false news

to a complete new audience which is left behind due to language barriers.
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Chapter 6

Conclusion

The proliferation of any wrong piece of information amongst the masses can be dangerous.

The origins of fake news are very difficult to trace due to vague sources and broadcasting

medium. This dissertation begins with a detailed introduction on false news recognition

that has arised out of the online platforms. We discuss the impacts these inaccurate

content in the web has the ability to drive the mentality of the masses. The substantial

impacts of fake news motivates this study to develop a small proof of concept in order to

contribute a little into this domain. This study examines various deep learning paradigms

used in the recent times by many researchers. The models include both raw and hybrid

types that are capable of performing false news identification when implemented. Herein,

we propose a unique architecture that has the potential to perform well even when the

data has imbalance behaviour using LSTM. We implement various graph based models

for fake news identification where not only news content is taken into consideration, but

also user’s historical posts. We discuss the challenges and possible upcoming research

methodologies that can be employed in this domain. The future direction of this research

work is to implement a notable prototype aiming for the detection if the fake and real

news from a good benchmark dataset. This study aims to contribute towards the im-

plementation of the same using some less applied techniques (such as fusion or hybrid

models) as a part of future research work to achieve outstanding results.
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