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Abstract – This paper deals with the use of fractional order PID 

(FOPID) controller for controlling the output response of first 

order systems. In this paper, the PID controller and FOPID 

controller has been tuned using various optimization techniques: 

fminsearch, fmincon, genetic and fuzzy. The simulation result 

shows that the FOPID controller performs better than PID 

controller in most cases. 
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I. INTRODUCTION 

The dynamics of many systems are represented by a simple 

model containing only one energy storing element; these 

systems are first order systems. Like DC motor, where we can 

consider speed as output and voltage as input. It is everywhere 

around us, it has numerous operations in industry as well as in 

commercial applications like robots, elevators etc. The speed 
control of DC motor is challenging task usually it is controlled 

by PI or PID controllers. Other examples include liquid level 

in tank, pressure control in gas tank. In this paper DC motor is 

controlled by unconventional way that is by fractional order 

PID (FOPID) controller. FOPID controller has developed 

during past some years and has various applications such as 

car suspension control, temperature control etc. The use of 

fractional calculus has been described in other works [1, 2, 3] 

also and its superiority in comparison to other controllers as 

well. 

This paper is divided into following sections: Section 2 

explains about fractional calculus, fractional order systems 

and fractional order controllers briefly. Section 3 shows 

various optimization techniques to tune fractional order PID 

controller and comparison of results. Section 4 concludes the 

paper. 

II. FRACTIONAL CALCULUS 

Fractional calculus is branch of mathematical analysis that 

takes the real number as power of differential operator and 

integration operator. There are many ways in which fractional 

integrator and differentiator can be defined; the most 

generalized differ-integrator can be shown as in equation 1. 
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Where „q’ represents real order of differ-integral, ‘t’ is 

parameter for which differ-integral is taken and „a’ is taken as 

lower limit. If lower limit is not stated, it will be left out to 0. 

The fractional order system takes the form of    or     ⁄  ; n ⋲ 

   

The most commonly used definition for fractional order 

integral is given by Riemann-Liouville and is stated as anti-

derivative of function f (t), shown in equation 2. 
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Similar to fractional integral, the fractional derivative is given 

by Grunwald-Letnikov, which is stated as in equation 3. 
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Fractional Order PID Controller: 

The FOPID controllers are expansion of conventional PID 

controller to non-integer form. It has five parameters, adding 

more flexibility and robustness to the system. The fractional 

PID controller is written as shown in equation 4. 

   +    
   +          ; (0 <  , µ <1)                              (4) 

 

Selection of   and µ gives classical controller,  =0 gives PD 

controller, µ=0 gives PI controller,  =µ=1 gives PID 

controller.  

III. TUNING METHODS OF FOPID CONTROLLER 

Different tuning methods have been used to tune fractional 

order PID controller [4-9] using different systems. The system 
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used in this paper is DC motor with first order transfer 

function. The block diagram for the whole process is shown as 

below in fig 1. Fractional PID Controller (P    ) is tuned 

using different available optimization techniques, through 

which output of system is controlled. 

 
Fig 1: Block Diagram of System 

DC MOTOR: 

 

The speed of dc motor has to be controlled by applied input 

voltage. A constant applied voltage produces a constant torque 

and hence motor runs at a constant speed. The applied voltage 

is plant input. The first order transfer function of the dc motor 

used is:  

G(s) =  
      

        
                                                    (5) 

 

OPTIMIZATION: 

A.   Fminsearch 

The local search based optimization fminsearch, 

unconstrained nonlinear minimization, uses Nelder Mead‟s 

algorithm to find the minima of a given problem. It does not 

require the user to give gradients to find the solution. The user  

only needs to give the starting point to start the search process. 

ITAE criterion is used to reduce the error. The PID step 

response tuned using fminsearch with start point of [1, 1] is 

shown in fig 2. 
Step response       

 
                                                       Time (sec) 

Fig 2: Step Response of PID, tuned using Fminsearch 

The specifications obtained were: 

Rise Time: 7.4496 

Settling Time: 13.2420 

Overshoot: 0.0193 

 

The step response for FOPID tuned using fminsearch with 

start point of [0, 1] is shown in fig 3. 

Step response 

 
                                                        Time (sec) 

Fig 3: Step Response of FOPID, tuned using Fminsearch 

The specifications obtained are: 

Rise Time: 5.8068 

Settling Time: 10.6561 

Overshoot: 0.0031 

 

B.   Fmincon 

Fminsearch is unconstrained nonlinear minimization, so there 

can‟t be bounds on the values of Kp, Ki, Kd,   and µ. 

Whereas, Fmincon is constrained based nonlinear 

minimization in which there can be constraints of any type 

like equality constraint, bounds, inequality constraint. So by 

keeping bound on the values of Kp, Ki, Kd,   and µ and 

giving the starting point to start the search process.  

 

The step response obtained for PID tuned using fmincon is 

shown in fig 4. 
                                                 Step response        
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Fig 4: Step Response of PID tuned using Fmincon 

The specifications obtained are: 

RiseTime: 0.6376 

SettlingTime: 2.7917 

Overshoot: 0.1361 

Amplitude 

Amplitude 

Amplitude 



 

The step response for FOPID tuned using Fmincon is shown 
in fig 5. 

Step response

 
                                  Time (sec) 

Fig 5: Step Response of FOPID, tuned using Fmincon 

The specifications obtained are: 

RiseTime: 0.6251 

SettlingTime: 2.3768 

Overshoot: 1.1538 

 

The Fminsearch and Fmincon are local search methods, they 

will find local minima, for global minimization genetic 

algorithm or any other method should be used. The artificial 

intelligence method based Fuzzy logic is used here and after 

that genetic based tuning is also done. 

C.   Fuzzy Logic 

Fuzzy control system employs human experience for the 

design of controller. Fuzzy set transform the input values in 

the range of 0 to 1 whereas crisp set gives value either 0 or 1. 

Fuzzy rules are made by human operators by using 

membership value in the range of 0 to 1. Fuzzy rules are in the 

form of “If A then B”. 

 

The Fuzzy Inference System or Fuzzy Controller takes the 

crisp input, then fuzzification is done which converts crisp 

data into fuzzy data then based on rules and input, the output 

is obtained in fuzzy form, this is then converted to crisp output 

by defuzzification. The block diagram is as shown below: 

 
Fig 6: Block Diagram of Fuzzy Inference System 

 

Fuzzy Based Tuning of FOPID: 

Various works has been done using fuzzy in fractional order 

controller [2, 10, 11 and 12]. The system to be employed is as 

shown below, the five parameters to be tuned are obtained 

though fuzzy controller based on rules. As there are in total 7 

variables, 2 inputs and 5outputs, 49 rules are made and based 

on that output is obtained. The inputs to fuzzy logic controller 

are error and derivative of error. 

 
Fig 7: Block Diagram of Fuzzy System implemented 

The membership function used for inputs can be shown as in 

fig.8 and fig.9 

 
Fig 8: Input variable error (e) 

 

 
Fig 9: Input variable derivative of error (de/dt) 

 

While defining membership function the range used for inputs 

and outputs are: 

e: -200 to 1000 

de/dt: -100 to 500 

Kp: 0 to 200 

Ki: 0 to 200 

Kd: 0 to 20 

 : 0 to 1 

µ: 0 to 1 

Amplitude 



Here, „e‟ represents error between input and output; „de/dt‟ is 

derivative of error. 

The step response for PID tuned using fuzzy logic is: 

Fuzzy Based Tuning Of PID
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Fig 9: Step Response of PID, tuned by fuzzy controller 

The specifications obtained are: 

Rise Time: 1.56 

SettlingTime: 3 

The step response for FOPID tuned using fuzzy logic is: 

Fuzzy Based Tuning Of FOPID
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   Fig 10: Step Response of  FOPID, tuned using Fuzzy algorithm 

The specifications obtained are: 

Rise Time: 0.00471 

Settling Time: 0.0089 

 

D.   Genetic Algorithm  

Genetic Algorithm is used to solve global optimization 

problems. It is heuristic random search method inspired from 

Darwin‟s evolution theory. It is based on the idea of naturally 

select, fitter survive 

 

The benefit of using genetic algorithm is that it does not need 

know anything about the problem. It finds the solution of 

problem into chromosome and selects chromosome based on 

fitness, so that the good adaptability chromosome has more 

chances to reproduce. Genetic algorithm has been used to tune 

PID [1]. The genetic algorithm used in this work is based on 

Simple Genetic Algorithm (SGA), which was invented by 

Professor J.Hollan and it follows the steps shown in fig 11. 

The reason for using SGA is that while implanting genetic 

algorithm on hardware, the computation has to be reduced as 

ARM chip will be used which is not as powerful as 

computer‟s CPU. 

Terminology: 

1. Chromosome: Also called as individuals, used to 

represent solutions. 

2. Population: It is a group of individuals. 

3. Fitness: It indicates the adaptive capacity of 

individual to the environment. 

4. Elite: The best individual of each generation is 

known as elite. 

5. Genetic Representation: It shows the operators to be 

used and the design of fitness evaluation function 

The common methods used for encoding are: binary 

encoding method, floating encoding method and symbol 

encoding method. Usually, binary encoding is used as 

decoding operation is faster and crossover-mutation 

operations are easy to achieve. 

Genetic Operators: 

1. Selection: It selects the best individuals from current 

generation of population based on fitness of 

individuals. 

 

2. Crossover: It randomly selects the points to splice the 

parent genes. The various crossover methods are: 

a) Single Point 

b) Two Point 

The single point crossover can be shown as below. 

Father 00000-01110001110001110 

Mother   11111-00001110000011111 

After Crossover 

Offspring 00000-00001110000011111 

Offspring 11111-01110001110001110 

 

3. Mutation: It changes one or more gene values in an 

individual. It is an aiding method to generate new 

individuals and keeps the diversity of population. 

Before Mutation: 000111 1 1011 

After Mutation:    000111 0 1011 

 

4. Terminal Condition: The genetic loop is repeated 

until terminal condition is reached. Generally the 

terminal conditions are: 

 Reach the maximal generation 

 Found the required individual 

Amplitude 

Amplitude 



 Could not find required individual for many 

generations 

Genetic Parameters: 

a) Maximum Generation: 

It is maximum number of generation, for example if 

maximum generation is 70, means genetic loop will be 

repeated for 70 times. 

b) Population Size: 

It is the number of individuals in the population. 
c) Crossover Probability: 

It generally takes a value from 0.6 to 0.95 

d) Mutation Probability: 

It can‟t be more than 0.5; else genetic algorithm will 

become a complete random search algorithm. The flow chart 

of genetic algorithm used is shown  in fig 11. 

 

 

                   Fig 11: Flow chart of genetic algorithm 

 

The best step response was achieved by taking following 

values in genetic programming. 

Maximum Generation = 40 

Population Size = 101 

Perfect Fitness = 5500 

Probability of Crossover = 0.8 

Probability of Mutation = 0.2 

Output obtained is: Kp, Ki, Kd,  , µ = 5.3333, 9.3333, 3.7333, 

1.000 and 0.3333 

Genetic Based Tuning of FOPID     
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Fig 12: Step Response of FOPID tuned using genetic algorithm 

The specifications obtained are: 

Rise Time: 0.1857 

Settling Time: 2.8277 

Overshoot: 0.1263 

 

COMPARISON OF RESULTS: 

 
The various results obtained can be compared and summarized 

as shown in table 1. 

 

TABLE I 

COMPARISON OF RESULTS 

 

Tuning 
Methods 

 

Performance Specifications 
 

Rise 

Time(s)       

Settling 

Time(s) 

Overshoot 

(%) 
Fminsearch 5.8068 10.6561 0.31 

Fmincon 0.6251 2.3768 11.538 

Genetic  0.1857 2.8722 1.263 

Fuzzy 0.0047 0.0089 0.00 

 

As can be seen from experimental studies the genetic 

algorithm takes more time to settle to its steady state value, 

also Fmincon gives more overshoot as compared to others. In 

all, the fuzzy gives best result in all specifications. 

 
 

 

Amplitude 



IV. CONCLUSION 

In this paper different methods have been used to tune PID 

controller as well as FOPID controller. The comparative 

analysis has been done for all the recently proposed tuning 

methods. The methods used include local minimization, global 

minimization as well as artificial intelligence method. The 

simulation results show that global minimization is better than 

local minimization and constrained minimization is better than 

unconstrained minimization. Also, fuzzy algorithm performs 

best in all the available methods for the first order system. 

Same analysis can be carried out for the second and higher 

order systems. Future work includes the real time 

implementation of the proposed methods.  
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