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Executive Summary  

Application of data mining tools and techniques is a hot topic in recent years and has been applied 

in several fields including education research. Globally, India holds an important place in the 

education sector and a significant number of students receive MBA degrees each year. Thus in 

educational institutions, tremendous data is available every year from which some useful 

information can be extracted.  Data mining tools and techniques can be adopted to extract deep 

insights related to education.  

 

The main goal of this study is to apply data mining tools and techniques to predict and develop a 

model for student’s success/failure in completing an MBA program. In this study we have used 

two classification models via logistic regression and decision tree to predict/classify students’ 

success/failure. Logistic regression is used here to describe the association between a categorical 

response variable and a set of predictors. The ensemble method namely the random forest model 

is also used to estimate the success/failure (placed/unplaced) of a student.  

 

Logistic regression model provides the percentages obtained in SSC, percentages obtained in HSC 

and graduation in science as significant predictors in deciding a student’s success. However, using 

the random forest model we found that in addition to percentages in SSC, HSC and graduation, 

the CAT percentile, personal interview score, first year CGPA and final year CGPA were also 

significant.  

 

Keywords: data mining, classification, education research, logistic regression, random forest, 

decision tree, MBA education.   

 

 

 

 

 

 

 



Introduction 

The capacity of data saved in the database is escalating at an incredible pace. Due to the rapid 

growth of technology advancements and digitalization, large amounts of data captured, generated 

and consumed in the universe is projected to rise speedily – approximating 59 zettabytes by 2020 

(Holst, 2021). Every day around 2.5 quintillion bytes of data are produced (Marr, 2018). Hence 

there is need of statistical techniques that would help humans to automatically evaluate the data 

set for drawing useful insights. Data mining is a commonly used procedure to analyze large 

volumes of data to draw valuable insights and information.  

 

In the worldwide education industry, India holds a significant place as it has the highest  population 

of approximately 500 million in the age group of 5-24 years. This offers a great prospect for the 

education industry in India (IBEF, 2021). Moreover, India had around 39,931 colleges in year 

2019. On an average around three and a half lakh students receive MBA degrees every year in 

India (India Today, 2020). Thus in educational institutions, data is increasing rapidly and hence 

there is the need to utilize this data and transform it into meaningful and useful information through 

data mining. There is hardly any study done in the Indian context to use data mining techniques to 

predict students’ success in MBA programs. The main goal of this study is to apply data mining 

tools and techniques to predict and develop a model for student’s success in completing an MBA 

program.  

 

Literature Review 

Data mining was first proposed in 1990s (Daniel, 2015). According to Shafiabadi, et al.  (2021), 

data mining is defined as ‘A complicated process to identify the correct, new and potentially useful 

patterns and models in a large amount of data’. A pattern is an unusual structure or relationship in 

the data set (Hand et al., 2000). Data mining is also called data or knowledge discovery’ (Segall 

et.al.2008) and is mainly applied to excerpt concealed patterns and to notice associations between 

parameters in a huge amount of information Križanić (2020). The various definitions of data 

mining given by different researchers are as follows (Table 1):  

 

 

 



Table 1: Different definitions of Data Mining 

Authors Definitions  

Liu, et al. (2021) It is the process of mining relevant information from the bases of data, data 

granaries or other information stored in a database, counting frequent 

arrangements, associations and variations in anomalous and substantial 

structures.  

Križanić (2020) It entails the application of data analysis methods to extract unmanifested 

information from data by performing the functions of pattern identification 

and predictive modeling.  

Yoseph, et.al. (2020) It is the process of extracting information from large data sets in order to 

turn it into comprehensible form for further actions. 

Zheng  & Cao(2020) It is an intricate process of mining hidden information that will reveal user 

preferences and possibly valued information and directions for decision 

making from a large number of data sets.  

Pascu (2018)  The process of mining information from existing data. 

ELAtia et.al. (2016) Analysis of observational data sets to find unsuspected relationship and to 

summarize the data in new ways that are comprehensible and of use to data 

owners. 

Ahmad et.al. (2015) It is the process of extracting relevant information and knowledge from a 

large set of warehouses.  

Segall, et.al. (2008)  It is the process of examining data from diverse viewpoints and converting 

it into useful information  

Berry & Linoff (2004) It is the process of discovering and examining huge data sets that can 

reveal patterns and guidelines that can address a problem 

Hand et al., (2000) The process of pursuing interesting or valued information within big data 

sets 

Fayyad et.al. (1996) The course of finding interesting data arrangements unseen in huge data 

sets. 

 

 



Data mining techniques 

There are several data mining techniques. The following are the details of the commonly used 

techniques:  

 

Decision Trees 

It is a popular and powerful instrument for prediction and classification (Vandamme, et al., 2007) 

It basically contains nodes and divisions and the initial node is called ‘root node’. Root node is 

determined by calculating the attributes which will most precisely categorize the objects conferring 

to the values of the decision variable. The procedure is repeated where the branches of the tree are 

right or left to another node. All path leads to a terminal node for any tree, confirming an important 

decision that is in conjunction with several tests. A decision is then made on the assignment of a 

class. There are several strengths and weakness of decision trees. The positives include the capacity 

to create comprehensive rules, handle both continuous and categorical variables, provide a clear 

sign of which aspects are the most significant for classification and prediction. The weakness 

includes the inability to predict in the presence of numerous nodes and classes.  

 

Principle Component Analysis  

It is a multivariate method to analyze a data table where observations are labelled by some inter-

correlated quantitative dependent variables. The goal of this technique is to extract vital data 

from the table, to signify it as a set of novel orthogonal variables called principle components, 

and to exhibit the pattern of resemblance of the observations and of the variables as points in 

maps (Abdi and Williams, 2010).  

 

Clustering 

The process of grouping a set of physical or abstract objects into classes of similar objects is called 

clustering (Acharya & Sinha, 2017). Jain et, al., (1999) defines cluster analysis “as a technique for 

producing organized collections of arrangements into groups based on their resemblance of some 

property or action”. The main aim in grouping is to locate information points that logically cluster 

together, splitting the entire data set into a set of groups (Baker, 2010). These methods are 

beneficial in instances where the most shared categories within the data set are unknown in prior. 

 



 

Classification 

In the classification method, features of new objects are examined and then assigned a set of 

predefined classes (Pascu, 2018). It is basically a data extracting method used to forecast group 

membership for data instances (Phyu,2009). 

 

Regression Analysis  

It is believed to be one of the most important data extracting techniques (Feng & Wang, 2004). It 

is a statistical method for approximating the relationship among variables with reason and result 

relation (Uyanık and Güler,2013). Regression models with a single dependent and a single 

independent variable is known as univariate regression. Multilinear regression is a regression 

model with a single dependent and more than one independent variable.  

Data mining methods adopted by several researchers and their objectives are as follows (Table 2):  

 

Table 2: Studies conducted on data mining  

Author Objective Data mining method adopted 

Martín‐ García et al. 

(2019) 

To examine the stages of acceptance of 

blended learning in higher education  

Cluster technique, Classification tree 

Gharoun et al. (2019)  To develop a model to detect fault in 

aircraft turbofan aircraft engine  

MLP, RBF, ANFIS  

Janeja et al. (2018) To predict clinical trial results with great 

precision  

Classification, Class association 

rules, Clustering  

Ahmad (2017) To predict customer satisfaction for 

specific brands 

Regression and attribute selection 

models 

Hsu et al. (2017) Developing index to measure driving 

performance  

M5 model tree 

Shortridge et al., (2015) To predict the percentage of a country’s 

population suffering from 

undernourishment  

Different models- Linear , 

Generalized additive, Gaussian 

mixture , tree, ensemble  and  null  

Wicker & Breuer (2013) Explore the critical factors related to 

problems of organization  

Decision tree 



Cărbureanu (2012)  To predict economic indicators PCA, Simple linear regression, 

Decision Trees 

Chye et al. (2004) Construct a model for credit scoring  Predictive modelling technique 

Feng & Wang (2004) To develop a model to predict the 

performance of the knurling process  

Regression analysis and artificial 

neural networks 

Safer (2003) To predict abnormal stock market 

returns  

Neural networks and Multivariate 

Adaptive Regression Splines  

 

Application of data mining  

Data mining is also referred to as Knowledge Discovery in Databases (KDD). It is the arena of 

determining innovative and possibly beneficial data from huge amounts of information (Baker, 

2010). KDD is valued in various disciplines like lead management in telecommunications sector 

(Espadinha-Cruz et al., 2021),  text mining (Shen & Qin, 2021),  market segmentation (Yoseph, 

et.al., 2020), assessing effective disassembly time of industrial products (Marconiet al., 2019), 

assessment of environmental stress factors on plants (Segall et.al, 2008), an anomaly detection and 

dynamic energy performance evaluation technique for HVAC systems (Xu et al., 2021), 

development of policy initiatives to decrease severe vehicle-bicycle crashes (Zhu,2021), safety 

driven inferences (Singh, & Maiti, 2020), smoking status (Groenhof, et.al., 2020), credit decision 

making (Li & Liao, 2011), detecting fraud in financial statements (Kopun, 2020) and detecting 

adverse drug reaction (Karimi, et al., 2015). 

 

Data mining techniques have also been applied in the education sector. According to Krizanic 

(2020) educational data mining is the discovery of information with the help of data mining 

methods in education. Educational Data Mining is also referred to as ‘the application of data 

extracting techniques to education related data for its analysis’ (Romero & Ventura, 2007). Data 

mining methods adopted by several researchers in education sector are as follows (Table 3):  

 

 

 

 

 



Table 3: Studies conducted on data mining tools and techniques 

Author Objective Data mining method 

adopted 

Prenkaj et al. (2020)  To explore student dropout 

prediction in online courses  

Deep Learning  

Martín et al. (2019) To examine the different 

stages of embracing  blended 

learning and to find the 

relationship between them 

Clustering analysis and 

decision tree analysis 

Márquez‐ Vera et al. (2016) To predict early dropout in 

school education  

Classification  

Chareonrat (2016)  To explore student dropout 

rates 

Classification  

Daniel (2015) To understand challenges and 

opportunities affecting 

institutions of higher 

education 

Big data and analytics 

Jantawan & Tsai (2013) To estimate Graduate 

Employment 

Bayesian method and tree 

method 

Djulovic &  Li (2013) To forecast retaining of 

students in university  

 

Decision trees, Neural 

networks & rule Induction 

Parack, Zahid, & Merchant 

(2012) 

Profile and group student A priori algorithm and K-

means clustering 

Hung , Hsu  & Rice (2012) To forecast a course enables 

students to achieve their goals 

Clustering analysis and 

decision tree analysis  

Vialardi et al. (2011)  To streamline the registration 

process for students based on 

scholastic performance 

 

CRISP-DM 



To help students in the 

enrollment process  

 

Ramaswami and Bhaskaran 

(2010) 

To predict students’ 

performance 

Simple regression  

Antunes (2010) To forecast why UG students’ 

fail 

Class Association Rules  

Kovacic(2010) To recognize students at risk 

of opting out in higher 

education  

 

Regression, Classification, 

Exhaustive CHAID 

Zhang et al.(2010) To identify students at peril in 

higher education 

Naïve Bayes, support vector  

Delen (2010) To forecast student retention 

in a university  

Artificial neural networks, 

decision trees, support vector 

machines and logistic 

regression 

Dekker et al. (2009) To predict whether students 

would drop out after the first 

year of college 

CRISP-DM  

Lykourentzou et al. (2009)  To forecast student retention 

in a university  

Artificial neutral networks, 

decision trees, support vector 

machines and logistic 

regression  

Cortez and Silva (2008) To build model of the 

student’s performance in 

secondary schools 

Decision trees, random trees, 

neural networks and support 

vector machines  

Vandamme , Meskens and 

Superby (2007) 

To predict student’s academic 

success 

Decision Tree, Neural 

networks, Linear 

Discriminant analysis 



AI- Radaideh et al. (2006)  To predict future performance 

of students enrolled in C++ 

courses  

Classification 

Luan (2002) To predict the probability of 

students dropping out  

Artificial Neural Network , 

Decision Trees  

 

After extensive and intensive literature review it was found that there is hardly any study done in 

the Indian context to use data mining techniques to predict students’ success in MBA programs 

Thus the main purpose of this research is to advance a model that would classify/predict whether 

or not students will get placements upon completion of the MBA program (placed or not)  

 

Research Methods and Techniques 

The research design for this study is quantitative in nature. Primary data pertaining to admission, 

placement and academic grades was collected from the admission office, the placement cell and 

the examination cell of the institute for the students pursuing MBA.  The total sample size was 

244. Data was analyzed using different data mining techniques and tools: Logistic Regression and 

Decision Tree.   

 

The research design for this study is quantitative in nature. Primary data was collected through 

survey from 244 students of a management college of Western region in India.  Data was analyzed 

using different data mining techniques and tools: Logistic Regression and Decision Tree.   

 

 

Logistic Regression Model 

In classical statistics, a regression model is generally used to predict a future value based on a 

suitable mathematical model which minimizes the errors. Two types of variables are involved in 

regression modelling-the variable being predicted that is referred to as response variable (say Y) 

and the variable being used to predict the response variable usually referred to as predictor (say 

X). If the response variable is continuous, then one can use a linear regression model for prediction. 

But when the response variable is categorical in nature, linear regression will not be a suitable 



technique for prediction as the model violates the basic assumptions of linear regression like 

linearity, normality etc. 

 

An alternative approach to describe the relationship between a categorical response variable and a 

set of predictors is logistic regression which assumes a non-linear relationship between the 

response and the predictor. 

Let 𝑌 be a dichotomous response variable defined by 𝑌 = {
1 𝑖𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 and 

𝑋1, 𝑋2, … , 𝑋𝑝 be a set of 𝑝 predictors. Let 𝜋(𝑥) = 𝑃(𝑌 = 1|𝑋1 = 𝑥1, 𝑋2 = 𝑥2 … , 𝑋𝑛 = 𝑥𝑛) is the 

conditional probability of 𝑌 = 1 for a given values of 𝑋1 = 𝑥1, 𝑋2 = 𝑥2 … , 𝑋𝑛 = 𝑥𝑛. Then the 

multiple logistic regression model is defined as (see James et.al, 2015 and Hastie et.al. 2013): 

𝜋(𝑥) = 𝑃(𝑌 = 1|𝑋1 = 𝑥1, 𝑋2 = 𝑥2 … , 𝑋𝑛 = 𝑥𝑛) =
exp (𝑔(𝑥))

1+exp(𝑔(𝑥))
; 0 ≤ 𝜋(𝑥) ≤ 1 where  

𝑔(𝑥) = 𝑙𝑛 (
𝜋(𝑥)

1−𝜋(𝑥)
) = 𝛽0 + 𝛽1𝑥1 + ⋯ , +𝛽𝑝𝑥𝑝 is the logit function. The overall significance of the 

model achieved using the likelihood ratio (deviance) test and the individual predictor’s 

significance is through the Wald’s test.  

 

Deviance Test: Typically used to test the overall significance of the fitted model in logistic 

regression. Analogues to ANOVA in multiple linear regression. Deviance (D) refers to the degree 

to which a particular model deviates from another model. It is similar to the concept of SSE in 

linear regression. We compare the deviance of the current model with the deviance of a naïve 

model where a naïve model is a model in which no predictors exist and each record is classified 

as belonging to the majority class. The Deviance test statistic G is defined as: 

                            𝐺 = 𝐷(𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟) − 𝐷(𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑡ℎ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟). 

It can be shown that 𝐺 = −2𝑙𝑛 [
𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟

𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑤𝑖𝑡ℎ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟
] ~𝜒𝑝

2 where 𝑝 is the number of 

predictors added to the model (see Larose and Larose, 2016). For a given level of significance 𝛼, 

the null hypothesis of no significant difference is rejected if the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

The Wald Test: Typically used to test the individual predictor significance of the fitted model in 

logistic regression. Analogues to t-test in multiple linear regression. The test statistic in this case 



will be: 𝑍𝑊𝑎𝑙𝑑 =
𝛽𝑟̂

𝑆𝐸(𝛽𝑟̂)
~𝑁(0,1), 𝑟 = 1,2, . . , 𝑝 where 𝛽𝑟̂ is the estimated value of 𝛽 (see Larose & 

Larose, 2016). 

For a given level of significance 𝛼, the null hypothesis of no significant difference is rejected if 

the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

We try to build a logistic regression model to predict/classify a student’s success/failure in the 

program in terms of whether he/she is placed or not. Based on the admission data for the batch 

2019-21, we have initially selected 14 variables which are given below in Table 1. 

Table 1: Data Description of initial 14 variables 

Variable Description Type of the variable  

GENDER Gender of the student Categorical (Male & Female) 

SSC_B Board under which the student has 

passed matriculation 

Categorical (CBSE, ICSE and State) 

SSC_P Percentage of marks SSC Continuous 

HSC_B Board under which the student has 

passed higher secondary 

Categorical (CBSE, ICSE and State) 

HSC_P Percentage of marks HSC Continuous 

GRAD Stream in Graduation Categorical (Commerce, Science, 

Management and Others) 

Commerce: B. Com 

Science: B. Tech & B.Sc. 

Management: BBA 

Others: BCA, BDS, BHM, B. Pharm, 

BMS and BA  

GRAD_P Percentage of marks in graduation Continuous  

QE Qualifying Exam Categorical (CAT and others) 

EXP Prior Work Experience (in months) Integer 

PIS Personal Interview Score Continuous 

CAT_P Qualifying Exam percentile Continuous 

FYCGPA First year CGPA Continuous 

FCGPA Final CGPA Continuous 



Placement Whether student is placed or not 

placed/opted out 

Categorical (YES, NO) 

 

The categorical variables are converted to the corresponding indicator (dummy) variables. It 

should be noted that a categorical variable with 𝑘 levels require only 𝑘 − 1 indicator variables. 

𝐺𝐸𝑁𝐷𝐸𝑅 = {
1 𝑖𝑓 𝑚𝑎𝑙𝑒
0 𝑖𝑓 𝑓𝑒𝑚𝑎𝑙𝑒

,  𝑆𝑆𝐶𝐶𝐵𝑆𝐸 = {
1 𝑖𝑓 𝑡ℎ𝑒 𝑏𝑜𝑎𝑟𝑑 𝑖𝑠 𝐶𝐵𝑆𝐸
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,  

 𝑄𝐸 = {
1 𝑖𝑓 𝐶𝐴𝑇 𝑝𝑎𝑠𝑠𝑒𝑑
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,  𝑆𝑆𝐶𝐼𝐶𝑆𝐸 = {
1 𝑖𝑓 𝑡ℎ𝑒 𝑏𝑜𝑎𝑟𝑑 𝑖𝑠 𝐼𝐶𝑆𝐸
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

, 

 𝐺𝑅𝐴𝐷𝐶 = {
1 𝑖𝑓 𝑡ℎ𝑒 𝑠𝑡𝑢𝑑𝑒𝑛𝑡 𝑖𝑠 𝐶𝑜𝑚𝑚𝑒𝑟𝑐𝑒 𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝐺𝑅𝐴𝐷𝑆 = {
1 𝑖𝑓 𝑡ℎ𝑒 𝑠𝑡𝑢𝑑𝑒𝑛𝑡 𝑖𝑠 𝑆𝑐𝑖𝑒𝑛𝑐𝑒 𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,  

𝐺𝑅𝐴𝐷𝑀 = {
1 𝑖𝑓 𝑡ℎ𝑒 𝑠𝑡𝑢𝑑𝑒𝑛𝑡 𝑖𝑠 𝑀𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡 𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  , 𝑃𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 = {
1 𝑖𝑓 𝑝𝑙𝑎𝑐𝑒𝑑
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

The categorical variables 𝑆𝑆𝐶𝑆𝑡𝑎𝑡𝑒 , 𝐻𝑆𝐶𝑆𝑡𝑎𝑡𝑒  𝑎𝑛𝑑 𝐺𝑅𝐴𝐷𝑂𝑡ℎ𝑒𝑟𝑠 are taken as reference variables and 

have been removed from the analysis. Since all the students admitted to the program qualified the 

CAT exam, the variable 𝑄𝐸 is also removed from the analysis. After this we have finally the 

following set of 17 variables given in Table 2.  

Table 2: Data Description of final list of 17 variables 

Variable Description Type of the variable  

GENDER Gender of the student Categorical  

SSC_CBSE Board under which the student has 

passed matriculation 

Categorical  

SSC_ICSE Board under which the student has 

passed matriculation 

Categorical  

SSC_P Percentage of marks SSC Continuous 

HSC_CBSE Board under which the student has 

passed higher secondary 

Categorical 

HSC_ICSE Board under which the student has 

passed higher secondary 

Categorical 

HSC_P Percentage of marks HSC Continuous 

GRAD_S Science graduate Categorical  



GRAD_C Commerce graduate Categorical 

GRAD_M Management graduate Categorical 

GRAD_P Percentage of marks in graduation Continuous  

EXP Prior Work Experience (in months) Integer 

PIS Personal Interview Score Continuous 

CAT_P Qualifying Exam percentile Continuous 

FYCGPA First Year CGPA Continuous 

FCGPA Final CGPA Continuous 

Placement Whether student is placed or not 

placed/opted out 

Categorical (YES, NO) 

 

There were two missing values corresponding to the variables PIS and CAT_P. These missing 

values are replaced by median imputation. We first checked the multicollinearity in the data-a 

condition where two or more predictors are correlated using Generalized Variance Inflation Factor 

(gVIF). A gVIF value greater than 5 indicate moderate multicollinearity while a gVIF value greater 

than 10 indicates severe multicollinearity. Multicollinearity produces incoherent results and hence 

must be eliminated before building the model. It has been found that the predictors 

𝐹𝑌𝐶𝐺𝑃𝐴 𝑎𝑛𝑑 𝐺𝑅𝐴𝐷_𝐶  has VIF value greater than 5 and the predictor 𝐶𝐴𝑇_𝑃 has VIF value 

greater than 10. We have removed these variables from the model building process.  

Using the Wald’s test we found that the predictors 𝑆𝑆𝐶𝑃, 𝐻𝑆𝐶𝑃 𝑎𝑛𝑑 𝐺𝑅𝐴𝐷𝑆 significantly 

contribute in predicting a student’s success or failure at 10% level. Based on the deviance test the 

overall model is also significant (𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.017) at 10% level. The R-output of the model 

adjusted to three decimals is summarized in the following Table 3. 

Table 3: Model Summary 

Predictor Estimates p-value 

Intercept 4.169  

SSC_P -0.095 0.1 

HSC_P 0.079 0.04 

GRAD_S 1.416 0.06 

 

The logit function and the corresponding estimated logistic regression model will be: 



𝑔(𝑥)̂ = 4.169 − 0.095𝑆𝑆𝐶𝑃 + 0.079𝐻𝑆𝐶𝑃 + 1.416𝐺𝑅𝐴𝐷𝑆 

𝜋(𝑥)̂ = 𝑃(𝑃𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 = 1|𝑆𝑆𝐶𝑃, 𝐻𝑆𝐶𝑃, 𝐺𝑅𝐴𝐷𝑆) =
exp(𝑔(𝑥)̂)

1 + exp(𝑔(𝑥)̂)
 

The above model can be used to predict the probability of getting placed (success) given the 

predictor values. For example, the probability of the candidate getting placed when he/she scored 

75% in SSC, 60% in HSC and 0.96 in a undergraduate degree in the science stream.  

Now we try to build a classification model to classify a student into placed (success) or not placed 

(failure) based on the predictors 𝑆𝑆𝐶𝑃, 𝐻𝑆𝐶𝑃 𝑎𝑛𝑑 𝐺𝑅𝐴𝐷𝑆. It has been observed that the response 

variable “Placement” is highly imbalanced in the sense that almost 95% (232 are placed and 12 

are not placed) are placed. In this case the classification model simply classifies (or predicts) 

“placed” for all students. So balancing the data is required. We used a technique called 

“oversampling” – duplicating samples from the lower frequency class-technique to balance the 

data to an extent and develop a new model based on this data. Based on the deviance test the overall 

model is significant (p-value =0) at 5% level. The individual predictors are also significant using 

Wald’s test at 5% level. The R-output of the model adjusted is summarized in the following Table 

4. 

Table 4: Model Summary 

Predictor Estimates p-value 

Intercept 2.622  

SSC_P -0.102 0.00029 

HSC_P 0.083 0.00001 

GRAD_S 1.957 0.00000009 

 

The new logit function and the corresponding estimated logistic regression model will be: 

𝑔(𝑥)̂ = 2.622 − 0.102𝑆𝑆𝐶𝑃 + 0.083𝐻𝑆𝐶𝑃 + 1.957𝐺𝑅𝐴𝐷𝑆  𝑎𝑛𝑑 𝜋(𝑥)̂ =
exp(𝑔(𝑥)̂)

1 + exp(𝑔(𝑥)̂)
. 

Building a Classification Model 

One of the primary objectives of logistic regression is to classify observations based on the 

predicted probabilities of the class 𝑃(𝑌 = 1). This will help the decision maker to classify the 

observation as belonging to either class 1 (positive) or class 0 (negative). This can be achieved by 

deciding a cut-off probability 𝑃𝑐 such that if the predicted probability is less than 𝑃𝑐 then the 



observation is classified as negative (𝑌𝑖 = 0) otherwise the observation is classified as positive 

(𝑌𝑖 = 1). That is, 𝑌𝑖 = {
1 𝑖𝑓 𝑃(𝑌𝑖 = 1) ≥ 𝑃𝑐

0 𝑖𝑓 𝑃(𝑌𝑖 = 1) < 𝑃𝑐
. For a logistic regression, the default cut-off 

probability is 0.5. 

The Confusion matrix: Consider two classes C1 (positive class or 1) and C2 (negative class or 0). 

Let 𝑛𝑖𝑗 denotes the number of records that are class 𝐶𝑖 members and were classified as 𝐶𝑗 members. 

Then a general confusion matrix will be of the form:  

 

Predicted 

Class 

Actual Class 

C1 (1) C2 (0) 

C1 (1) 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝐶1 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑  

𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 (or true positive TP) 𝑛11 

 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝐶2 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 

𝑎𝑠 𝐶1 (or False Positive FP) 𝑛21 

C2 (0) 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝐶1 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 

 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑎𝑠 𝐶2 (or False Negative 

FP) 𝑛12 

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝐶2 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑  

𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 (or true negative TN) 𝑛22 

 

Also note that n= n11 + n12 + n21 + n22. 

The accuracy of the model is defined as: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑛
 ∈ [0,1]. Higher the accuracy, better 

the model. It should be noted that the model selection cannot be completely based on the overall 

accuracy as a model with higher overall accuracy may not be the better model as the worth of a 

model depends to a great degree on the cut-off probability. An alternate way of measuring the 

model performance in logistic regression is done based on the concept of sensitivity and receiver 

operating characteristic (ROC) curve and its area under the curve (AUC) (see Dinesh Kumar, 

2017). 

Sensitivity: The ability of the model to correctly classify positives. In medical science, it is the 

ability of the diagnostic test to identify disease if it is present in a patient. Statistically,  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑃(𝑚𝑜𝑑𝑒𝑙 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑠 𝑌𝑖 𝑎𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒|𝑌𝑖 𝑖𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
. 

ROC Curve and AUC: It is a plot between sensitivity and 1-specificity. As a rule of thumb, 

𝐴𝑈𝐶 ≥ 0.7 for all practical applications. 



With a default cut-off value of 0.5, the above model provides an accuracy of 80% indicating that 

when a new record comes, 80% of the time the model correctly classifies the record. The sensitivity 

of the positive class (Placement=Yes) indicates the probability that given 𝑃𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 = 𝑌𝑒𝑠 the 

model classifies it correctly (see Table 5). 

Table 5: Summary of Classification Model 

Confusion Matrix Accuracy Sensitivity 

Predicted Actual 

0.8 0.97 
0 1 

0 14 6 

1 54 226 

 

It has been observed that for the above model, the exact cut-off value is 0.55 with overall accuracy 

of 83% (see figure 1).  

 

Figure 1: Cutoff probabilities against Accuracy 

 

To check the overall worth of the logistic regression model and thereby logistic regression as a 

classifier, we used the  Receiver Operating Characteristic (ROC) curve and the Area Under the 

Curve (AUC) and found that 𝐴𝑈𝐶 = 0.77 indicating that the model is moderately good (see figure 

2). 



 

Figure 2: ROC curve and AUC 

Random Forest Model 

Here we use an ensemble method called random forest algorithm to predict the success (placed) 

of a student. The ensemble methods combine results from a set of classification models in order to 

increase the accuracy and reduce the variability of the classification. In any modelling, the 

prediction error (residual) is a function of bias, variance and noise. The noise component of the 

residual is an intrinsic characteristic of the prediction problem which cannot be eliminated. The 

random forest algorithm uses bagging (Bootstrap Aggregate Sampling)—a resampling technique 

which creates subsets of the same size from the original data with replacement. The algorithm will 

construct several trees (in R random forest will generate a default 500 trees) and combine the 

performance and the final model will be selected using the majority voting principle.  

More applications and examples of decision trees can be found in James, et.al. (2015), Hastie, et.al 

(2013), Zhou, (2021) and Salcedo, (2019). 

We have developed a random forest model to predict whether a student is placed or not and the 

accuracy of the model is found to be 1 (see Table 6).  

 

Table 6: Summary of Random Forest Model 

Confusion Matrix Accuracy Sensitivity 

Predicted Actual 

1 1 
0 1 

0 69 0 

1 0 231 

 



The variable importance plot shows that the predictors which significantly contribute towards the 

classification/prediction are GRAD_P, HSC_P, PIS, CAT_P, FCGPA, FYCGPA and SSC_P 

based on the mean decrease in Gini (see Table 7 and figure 3). 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Variance Important Plot 

Table 7: Mean Decrease in Gini 

Variables Mean Decrease in Gini 

GRAD_P          17.636 

HSC_P 13.173 

PIS 11.688 

CAT_P 11.538 

FCGPA 10.565 

FYCGPA 10.308 

SSC_P            10.100 



 

Conclusion 

In this study, we used two different techniques to predict/classify a student’s success/failure in the 

program in terms of whether or not he/she will get placed. First we used logistic regression for the 

classification task. The model found that the percentages obtained in SSC, HSC and an 

undergraduate degree in science are significant predictors in deciding a student’s success. Even 

though the model provides 80% accuracy in classifying a student’s success, it ignores many 

prominent variables like the CAT percentile, scores obtained in personal interview etc. Secondly, 

we used random forest- an ensemble classification model and found that the model built is 100% 

accurate. Here we found that the contributing variables are CAT percentile, personal interview 

score, first year CGPA and final year CGPA in addition to the scores obtained in SSC, HSC and 

graduation.  

Implication 

This study will enable management institutes to take more informed decisions regarding admitting 

students to the MBA program.  
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The current pandemic situation did not permit us to execute the offline survey and utilize the 

approved budget. The data collection was done from Institute of Management , Nirma 

University.  
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