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Abstract

The research explores the application of Transformer models with time embedding

for stock price prediction, focusing on a selection of five diversified stocks from the New

York Stock Exchange (NYSE): JP Morgan Chase Co. (JPM) from finance, Johnson

Johnson (JNJ) from healthcare, Chevron Corporation (CVX) from energy, International

Business Machines Corporation (IBM) from technology, and Procter Gamble Co. (PG)

from consumer goods. The study rigorously evaluates the model’s performance using

metrics such as Mean Absolute Error (MAE), Mean Squared Error (MSE), and Mean

Absolute Percentage Error (MAPE), indicating promising outcomes with low MSE and

MAE values, albeit with a relative measure of prediction accuracy (MAPE) around 2.5%.

Research aims to improve the accuracy of stock price forecasts by refining predictive mod-

els for reducing the Mean Absolute Percentage Error (MAPE) for these NYSE stock price

forecasts. This involves exploring advanced feature engineering techniques, alternative

machine learning algorithms, ensembling methods, and adjustments to hyperparameters

and model architecture to increase prediction accuracy and reduce errors in financial time

series prediction. Study highlights the effectiveness of Transformer models with temporal

embedding in stock price prediction for these specific stocks, while also acknowledging

areas for further improvement to increase prediction accuracy and reduce errors, provid-

ing valuable insights into the potential of advanced deep learning techniques in financial

market analysis and forecasting..
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Abbreviations

ML Machine Learning

DL Deep Learning

NLP Natural Language Processing

MAE Mean Absolute Error

MAPE Mean Absolute Percentage Error

RMSE Root Mean Squared Error

MSE Mean Squared Error

NYSE New York Stock Exchange

LR Linear Regression

KELM Kernel Extreme Learning Machine

RNN Recurrent Neural Network

CNN Convolutional Neural Network

LSTM Long Short-term Memory

GRU Gated Recurrent Unit
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Chapter 1

Introduction

This part initiates the research process and provides a frame for the process that will

come next. The many procedures necessary to generate new ideas and information in our

profession are outlined in Subsection 1.1, “Knowledge Discovery Process.” This section

provides a visual picture of the methodical process we use via the use of a reduced

architecture. Following this, in section 1.2, “Motivation,” we look at why we are searching,

showing the logic behind our desire to understand and be unique. These parts work

together to make an interesting opening that sets the stage for the story of stock market

forecast that we will be telling.

1.1 Knowledge Discovery Process

The stock market, where investors buy and sell shares in public companies, is a complex

system of movement. It is a key element of the global economy, and it has an impor-

tant influence on investment, growth as well as wealth redistribution. There are many

factors that drive stock markets, including the economy, company performance, investor

sentiment and political events. As investors will be able to make more accurate decisions

about maximising returns and reducing risks, it is important for them to understand

and predict the movements of stocks. Continuous analysis and adaptation to its inherent

volatility are required for this constantly evolving financial landscape.

The prediction of stock prices is based on historical data and various predictions

models, with a view to forecasting the movements in stocks over time. The accuracy

of forecasts may provide investors with significant advantages, allowing them to foresee
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trends in the market and choose their investment strategy. The process is to analyse past

performance, identify patterns and predict behavior going forward. The ability to make

more reliable predictions has been enhanced by advances in computational methods and

data availability, despite the inherent uncertainty and complexity. In order to gain insight

into market dynamics, this field links finance and technology, using sophisticated tools.

Machine learning (ML) and deep learning (DL) techniques are revolutionizing stock

price prediction with their ability to analyze large amounts of data, which enables them

to reveal concealed patterns. A structured approach to stock price modeling is offered by

traditional machine learning methods such as linear regression, support vector machines,

and decision trees. By contrast, Deep Learning techniques that include neural networks

and recurrent neural networks are capable of modeling complicated, independent rela-

tionships in data that capture elaborate dependencies and improve prediction accuracy.

These techniques, which provide a robust framework for the development of predictive

models, have shown promise in dealing with the unpredictable nature of financial markets.

In spite of the advances made by ML and DL, these techniques may not be used to pre-

dict stock prices. The very volatile and noisy nature of financial data is often a problem

for traditional models. Long range dependencies and complex temporal patterns associ-

ated with stock prices may not be taken into account. Some of these limitations have

been addressed by transformers, a recent development in deep learning. Transformers,

originally designed for the processing of natural languages, are excellent at capturing long

term dependencies and contextual relationships, making them a good fit for sequential

data such as stock prices. Their attention mechanism is capable of efficiently handling

large amounts of data, which leads to more precise and reliable forecasts.

A significant change from traditional ML and DL methods is the introduction of trans-

formers in stock price forecasts. The transformers will be able to more effectively model

complicated interactions in finance data, allowing for enhanced prediction capabilities.

transformers are able to handle larger data sets and provide better scale, in contrast to

previous techniques. By providing a more flexible and comprehensive approach to analyz-

ing sequential data, it addresses shortcomings in conventional models. This development

2



highlights the continued evolution in this area, which suggests that transformers may be

at the forefront of stock price forecasting methodologies as a basis for investment strate-

gies and market analysis.

• Architecture

Figure 1.1: Architecure of Stock Maeket Prediction

Find trustworthy finance sites or APIs and get raw info from them. To make an SMP

model, this is the first thing that needs to be done. This lets us learn more about this

subject. Tech signs are found, lag traits are added, and mood analysis scores are used

in the feature extraction layer. These are things from the raw data that the model can

use to find patterns and trends that mean something. Next step is to train and test the
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model using data. This lets you test and rate the model. The training set is used to teach

the model new things. The factors are changed to make the estimates more accurate. A

measure called Mean Absolute Error or Mean Squared Error is used by the review layer

to check how well the model matches the root trends.

A graph displays how well the model matches the patterns. Based on the most recent

data, this layer will use the model that was learned to guess what prices will be in the

future. The chances are good that these things will happen. Last but not least, the

release and ongoing improvement layer makes sure that the model can be used in real

life. To do this, it tests it in real life, getting comments all the time on how to make it

better the whole time.

1.2 Motivation

People who like to guess what will happen in the stock market should look to transform-

ers for ideas. To help kids who were having trouble talking, the first Transformers were

made. They teach us a new way to think about business opportunities today. They are

better than anyone else at spotting trends over time. This is very helpful for us when we

want to understand how stock prices change. If we know more about time, we can help

the markets stay calm and guess what will happen when it does.

When things get tough, Transformers are the only ones who can handle them. The

money markets can change a lot of things, and changers quickly get used to the huge

amount of information they have to handle. Transformers learn how to make their own

predictions by looking at a lot of different kinds of data, like past trends, news stories,

and economic factors. We can learn how markets work and save money by being able to

adapt to new situations.

For added peace and quiet, transformers are great. Transformers get rid of knowledge

that isn’t useful. It can be hard to understand and organize data about money. We know

for sure that the most important things give us our numbers, which helps us make bad

guesses. We want to use transformers’ ease of use and accuracy to help people guess what

will happen in the stock market better and change the way they do it.
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Chapter 2

Literature Survey

We’re going to discuss Section 2 of the Literature Review here. In Section 2.1, we discuss

the introduction to stock price prediction and how ML and DL techniques are useful for

predicting the price, as well as the challenges we get from using these techniques. In

Section 2.2, we discuss some famous ML and DL techniques that researchers are using

for that research, the results they get, and the problems with those techniques.

2.1 Introduction

There has been a big rise in the use of complicated machine learning systems to guess

stock prices in the markets over the last few years. As of late, transformer-based models

have grown into very powerful tools that can be used for a wide range of natural language

processing jobs. Researchers are looking into how transformers can be used in the volatile

and always-changing world of financial markets. Since they were first created for sequence-

to-sequence processes, they have been useful in other areas. The point of this literature

review is to show how the field of using transformer models to guess stock prices is

changing as a whole.

It’s hard to understand how the stock market works because so many things affect it

at once, such as economic data, business success, market mood, and events happening

around the world. Because the world is so complicated, standard financial models don’t

always show all of its parts. There is talk that deep learning could be one way to solve

this situation. It was Vaswani et al. (2017) [2] who first used transformers to process

natural language. They have shown that they are very good at using sequential data

to find long-term patterns and connections. Transformers are used to guess stock prices
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because they can find small links in time. This works well with financial time series data

that changes over time.

This review will look at the structures, methods, and datasets that have been used in

past research to look at transformer-based models for predicting stock prices. By putting

together the outcomes of several studies, we hope to get a better sense of the good and

bad points of using transformers in this area and figure out how to make future progress.

We will also look at how other factors, such as the mood of the news and financial data,

can help transformer-based models make more accurate predictions. This study tries

to show researchers and practitioners how to use transformers to accurately guess stock

prices so that the field can move forward.

2.2 Literature Review

We can use ML (Machine Learning) and DL (Deep Learning) to guess what will happen

in the stock market in these ways.

Study on Convolutional Neural Network-Based Stock Price Prediction Method, IEEE

2019-Sayavong Lounnapha et al. This work aims to create a prediction model for stock

price, which is based on convolutional neural networks, which are remarkably capable of

self-learning. Convolutional neural networks and the Thai stock market are both taught

and evaluated using this data set. The outcome demonstrates that the model, which is

based on convolutional neural networks, can effectively identify and anticipate the trend

in stock market price changes, which is highly suggestive of future stock price movements.

The prediction’s accuracy is shown to be high, and the banking industry might benefit

from its promotion [3].

Improving Profitability with Deep Neural Network-Based Stock Price Prediction,

IEEE 2019-Soheila Abrishami, et al., Economic time series prediction is a very difficult

undertaking that has drawn the interest of several academics and is crucial for investors.

In order to forecast the value of a stock, a deep learning system that utilizes a variety of

data for a subset of NASDAQ equities is presented in this work. This model correctly

predicts the stock’s ending value for multi-stepahead since it was trained on the shortest
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possible amount of data for that specific stock.It uses time series data engineering to

combine the new features with the original features and has an auto encoder to elim-

inate noise. A Stacked LSTM Autoencoder is equipped with these new capabilities to

estimate the stock conclusion value multistep-ahead. Additionally, a profit-maximizing

strategy uses this estimate to advise on the best times to purchase and sell a specific

asset. According to the findings, the proposed framework performs better analytically

and practically than the most advanced time series forecasting techniques [4].

An LSTM-Method: A Case Study for Bit-Coin Price Prediction Yahoo Finance Stock

Market, Ferdiansyah et al., 2019 IEEE One sort of cryptocurrency that is now being

traded on the stock market is bit-coin. There are several dangers associated with stock

markets. And one type of cryptocurrency that has been growing recently is bit-coin,

which occasionally drops unexpectedly without any apparent impact on the stock mar-

ket.Because of its volatility, bit-coin in the stock market requires automated systems to

anticipate. This work investigates the use of LSTM to generate mode prediction bit-coin

stock market predictions. The study attempts to assess the outcomes using RMSE (the

Root Mean Square Error) prior to verifying the findings.The MAE and the RMSE will

always be greater or equal. The RMSE statistic evaluates a model’s ability to compute a

continuous value. The methodology used in this study to forecast Bit-coin prices on the

stock market Yahoo Finance predicts that the outcome will be more than $12600 USD

during the following several days after the projection [5].

IEEE 2019-Jeevan B et al., ”Share Price Prediction using Machine Learning Tech-

nique,” The stock market has been the buzz of the town lately, with an increasing num-

ber of academics and businesspeople expressing interest in it. This study focuses on the

method of forecasting stock prices on the National Stock Exchange using RNN (Recurrent

Neural Network) and LSTM (Long Short Term Memory) utilizing a variety of factors,

including the current market price and anonymous events. This study also mentions the

usage of a recommendation system and models built on RNN and LSTM techniques in

the company selection process [6].
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Year Objective Approach Dataset Accuracy
measures

Conclusion

2023
[7]

Predicting stock
market prices using
technical indicators.

Kernel Ex-
treme Learn-
ing Machine
(KELM)

YES bank and
HDFC bank

MAPE,
MAE,
RMSE

Model efficiency ob-
served with two dif-
ferent stock market
prices.

2023
[8]

Predicting stock
trends using LSTM
and GRU models.

LSTM and
GRU

Historical data
set

RMSE,
MAPE

LSTM models are
more powerful than
GRU models due
to complex gating
mechanisms and
long-term dependen-
cies.

2023
[9]

Creation of a web-
based application for
monitoring and ana-
lyzing stock data.

LSTM, RNNs,
Prophet

Historical data
of Microsoft
Stock

RMSE,
MAE, R2,
MSE

Prophet outperforms
other models and
can be considered a
benchmark for time
series forecasting.

2023
[10]

To explore the ef-
fectiveness of using
CNNs for stock mar-
ket prediction, par-
ticularly when these
networks are trained
on data from multi-
ple time frames

Multi-CNN
model

EURUSD data MSE and
FLF

The Multi-CNN
model demonstrates
superior perfor-
mance compared
to LSTM, GRU,
and 1D CNN ar-
chitectures when
applied to the EU-
RUSD dataset. It
effectively reduces
both Mean Square
Error and Forex
Loss Function, indi-
cating its ability to
make more accurate
predictions.

Table 2.1: Literature Review Table
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Year Objective Approach Dataset Accuracy
measures

Conclusion

2023
[11]

Compare SVR and
RNN for stock price
prediction.

RNN and
SVM

Astra Agro
Lestari

RMSE RNN has higher er-
ror rate; SVM shows
higher accuracy.

2023
[12]

A method for fore-
casting stock prices,
referred to as ”Deep-
Net.” The primary
focus seems to be on
using deep learning
techniques for this
prediction task.

LSTM Traditional
data of many
stocks from
Yahoo Finance
website

MAPE,
MAE, MSE

The LSTM can be
used in conjunction
with social media
sentiment analysis
to more effectively
train weights and
advance machine
learning models.
It has led to the
conclusion that
machine learning
techniques can be
used to anticipate
the stock market
more effectively and
accurately.

2023
[13]

Predicting stock
prices using various
machine learning
techniques.

LR, LSTM,
CNN

Traditional
data(Google,
Goldman
Sachs, Mi-
crosoft, Tesla,
Reliance)

MAE,
MSE,
RMSE

Three models,
namely Linear Re-
gression, LSTM,
CNN, have been
trained on the spec-
ified dataset. After
determining the
best parameters
and validating their
results using hold
out validation, their
performances have
been compared using
MSE, MAE and
RMSE.LSTM pro-
vides more accurate
forecasts for most of
the sequence lengths
than other models.

Table 2.2: Literature Review Table
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Naadun Sirimevan et al., ”Stock Market Prediction Using Machine Learning Tech-

niques,” IEEE 2020 The prices on the stock market are quite important in the modern

economy. Researchers have shown that social media sites like Twitter and online news

have an impact on people’s ability to make decisions. The behavioral response towards

web news is considered in this study to close the gap and improve the prediction’s ac-

curacy. For the next day, the next week, and the next two weeks, exact forecasts were

created [14].

According to research published in 2023, a number of machine learning models, such

as Kernel Extreme Learning Machine (KELM) and Long Short-Term Memory (LSTM),

do exceptionally well in predicting stock market values. Because of its capacity to handle

complex gating mechanisms and long-term dependencies, LSTM models routinely per-

form better than GRU and RNNs. While Multi-CNN models beat LSTM, GRU, and 1D

CNN in lowering prediction errors for forex data, KELM is useful for some institutions.

Additionally, Support Vector Regression (SVR) outperforms RNNs in accuracy.

Key discoveries and developments in machine learning-based stock market prediction

are highlighted in the literature study. In terms of accuracy metrics like Mean Abso-

lute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and

Mean Absolute Percentage Error (MAPE), Long Short-Term Memory (LSTM) models

routinely outperform other models like Gated Recurrent Units (GRU) and conventional

regression techniques like Linear Regression.

Other methods such as Multi-CNN models and Kernel Extreme Learning Machine

(KELM) are becoming more and more popular and have potential in certain situations.

Bank stock prices can be accurately predicted by KELM, while complicated datasets

spanning many time periods can be handled well by Multi-CNN models. Analyzing sev-

eral models side by side reveals their advantages and disadvantages. For example, SVR

performs better on some datasets than RNNs, which are frequently employed for sequence

prediction tasks.
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Chapter 3

Proposed Methodology

In this part, we’ll look back at our trip so far. This part Section 3.1 talks about how we

can solve the problem. we look at in Section 5. After that, in Section 3.2, we talk about

which approach i used for Stock price prediction. This part talks about where we’re going

in Stock market prediction and what we’ve learned so far.

3.1 Workflow of Problem

In Transformers, you can guess what will happen next on the stock market. To do it,

follow these steps. As part of it, you have to get data, clean data, train models, and

guess what numbers will be in the future [15].

Before making predictions about the stock market, it’s important to learn a lot of

useful things. To do this, you need to look at more than just essential signs, business

news, and social media posts. A business’s growth depends on simple things like how

much money it makes. People’s feelings about the market and the world around it can

be seen in news about money and statistics from social networks. We can tell how the

market has changed over time by looking at how much stocks cost in the past.

It needs to be checked out first to make sure it’s good enough to use for studying.

The data needs to be cleaned up because some numbers are missing or don’t make sense.

Next, pick and choose traits to see which ones help or hurt the prediction. This is a big

step toward making math easier and models work better.

11



Start

Data Collection
Yahoo Finance

Data Preparation
Calculate Percent-

age Change & Z-score

Data Splitting
80% Training 20% Testing

Model Selection
Transformer with Time Embedding

Model Evaluation
MAE, MSE, MAPE

Predict the Price
Close Price

End

Figure 3.1: Workflow of Problem
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We can check how well the model works by dividing the information into training and

testing sets. If the hyperparameters are wrong, you can fix them with the validation set

[16]. It tells the model what to do when it gets new ideas. With the test set, you can

see how well the model can learn new things. After this step, you can be sure that the

model is good enough to guess new market data that hasn’t been used yet.

It’s the first time it’s broken up. For machine learning or deep learning, the training

example tells it what to do. The model then changes its settings to get better at guessing

as it learns from the ties and trends in the data. This stage is all about making small

changes based on the training set data. The model needs to work as well as it can [17].

We use this set to test various transformer-based models after training them based on

how well they do. The chosen model is right and broad, which is the best of both worlds.

It’s possible that the hyperparameters need to be changed right now to make the model

more stable and better at predicting how the stock market will move.

Once it has been picked out and taught, the model can be used to guess what will

happen next in the stock market. To do this, you need to teach the learned model some-

thing new, like tomorrow’s stock prices, new basic signs, or news about recent financial

events [18]. The model then tells us what the future market will be like. We can guess

what might happen now. A lot of times, you should check on the plan and make sure it

stays right as the market changes.

• Data Collection:

I have collected historical stock price data for five diversified stocks from the New

York Stock Exchange (NYSE), covering the period from the inception of each stock

until December 31, 2023, for the purpose of this study. The selected stocks represent

different sectors of the economy, so that a well rounded and diversified dataset can

be used for analysis. Johnson Johnson JNJ,Procter Gamble PGE, Chevron Cor-

poration CVX, International Business Machines Corp IBM and JPMorgan Chase

Co.JPM are the stocks included in this data set.

13



• Architectural Development:

In order to capture and understand the complex temporal dependencies of financial

time series data, our advanced stock price prediction architecture aims at producing

accurate forecasts. In order to tackle the unique challenges of stock price forecasting,

this development is focused on incorporating cutting edge deep learning techniques,

such as Transformer models that have been embedded with time.

• Evaluation and Enhancement:

The rigorous testing and comparison of our stock price prediction architecture to a

variety of financial data sets is an essential element for the evaluation of its perfor-

mance. In order to ensure the robustness and accuracy of our Transformer Based

Model in various market conditions, this Comprehensive Assessment is intended to

measure its effectiveness with time embedded models.

Mean Absolute Error (MAE):

MAE =
1

n

n∑
i=1

|yi − ŷi| [19] (3.1)

Mean Squared Error (MSE):

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 [19] (3.2)

Mean Absolute Percentage Error (MAPE):

MAPE =
1

n

n∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣ ∗ 100 [19] (3.3)

– yi represents the actual or observed value of the dependent variable for the ith

data point.

– ŷi represents the predicted or estimated value of the dependent variable for

the ith data point.

– n denotes the total number of data points or observations in the dataset.
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3.2 Proposed Approach

• Data Collection:

This research simplifies the 1 terabyte stock dataset by utilizing the International

Business Machines Corporation (IBM), Johnson Johnson (JNJ), Procter Gamble

Co. (PG), Chevron Corporation (CVX), and JPMorgan Chase Co. (JPM) stock

price histories as an example. However, the technique in this post can be simply

applied to a much larger dataset. The IBM dataset spans 15,000+ trading days,

beginning on January 2, 1962, and ending on December 31, 2023. Each training day

includes the IBM stock’s open, high, low, and close prices, as well as the trading

volume (OHLCV).

• Data preparation:

The price and volume features are translated to daily stock returns and volume

changes, then standardized using Z-score, and the time series is divided into train-

ing and test sets. Converting stock prices and volumes to daily change rates im-

proves our dataset’s stationary. Our dataset provides more valid learning for future

forecasts. Here’s an overview of the modified data.

X̂t =
Xt − µ

σ
[20] (3.4)

where:

– X̂t is the normalized price at time.

– µ is the sample mean of the training set.

– σ is the sample standard deviation of the training set.

Finally, training and test sets are divided into 128-day sequences. Each sequence

day includes four price features (open, high, low, and close) and a volume feature,

totaling five features each day. In a single training step, our Transformer model will
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receive 32 sequences (batch size = 32) with 128 days (seq len = 128) and 5 features

per day as input.

Figure 3.2: Architecture of Transformer [1]

• Time Embeddings:

The first step in implementing Transformer is to encode the hidden concept of

time in stock prices into the model. When processing time-series data, time is an

important consideration. When processing time-series or sequential data using a

transformer, sequences are transmitted all at once, making it challenging to discern

temporal or sequential dependencies. Transformers used with natural language data

often use positional encoding to determine word order for the model. Positional en-
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coding represents a word’s value and position in a phrase, allowing the transformer

to understand sentence structure and word dependencies.

Similarly, a transformer requires time to process our stock prices. Without time

embeddings, our transformer would not understand the temporal order of our stock

prices. Stock prices from 2020 can have the same impact on future price predictions

as those from 1990. And, of course, this would be absurd.

• Time2Vector:

To overcome a transformer’s temporal indifferences, we will use the Time2Vec tech-

nique presented in the study [21]. The paper proposes Time2Vec, a model-agnostic

vector representation of time. Vector representations, similar to embedding layers,

can enhance neural network performance.

To overcome a transformer’s temporal indifferences, we will use the Time2Vec tech-

nique presented in the study [21]. The paper proposes Time2Vec, a model-agnostic

vector representation of time. Vector representations, similar to embedding layers,

can enhance neural network performance.When it comes to the paper’s core prin-

ciples, there are two major points to examine.

The authors identified that a meaningful depiction of time requires both periodic

and non-periodic patterns. Weather patterns, such as seasonal changes, are an ex-

ample of periodicity. A time representation should be invariant to time rescaling,

meaning it does not change with different time increments (days, hours, or seconds)

or extended time horizons. The mathematical definition below combines periodic

and non-periodic patterns with invariance to temporal rescaling.

t2v(τ)[i] =

ωiτ + ϕi if i = 0

F (ωiτ + ϕi) if 1 ≤ i ≤ k

[22]
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The expression ωiτ +ϕi represents the non-periodic/linear component, and F (ωiτ +

ϕi) represents the periodic feature of the time vector.

Let’s examine the general dynamics of how various non-linear functions of the time

vector (Time2vec) affect an LSTM network’s accuracy. It is evident that the ReLU

function has the lowest performance; in comparison, All other non-linear functions

are subpar compared to the sine function. The ReLU function is not time rescal-

ing invariant, which explains why the results are so unsatisfactory. The better the

performance, the stronger the invariant of a function against time rescaling.

• Time2Vector Keras implementation:

Now that we have covered the theoretical operation of the periodic and non-periodic

components of our time vector, let’s put them into practice using code. We will

define the time vector as a Keras layer so that it may be readily integrated into any

type of neural network design. The two sub functions in our custom Time2Vector

Layer are def build(): and def call():. In the def construct() function, we start

two matrices for ω and two forϕ since we require an ω and ϕ matrix for both the

periodical (sin) and non-periodical (linear) features.

• Transformer:

After establishing the concept of time and implementing a time vector, the following

step is to introduce the Transformer. A Transformer is a neural network that uses

self-attention to increase prediction accuracy by focusing on relevant time-series

data. The self-attention mechanism includes both a single-head and multi-head

attention layer. The self-attention process connects all time-series stages simulta-

neously, creating long-term dependence understandings. The Transformer design

parallelized all processes, accelerating learning.
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• Combining data and time features: Feeding the Transformer

After implementing Time Embeddings, we will use the time vector along with IBM’s

pricing and volume attributes as input for our Transformer.The Time2Vector layer

uses IBM pricing and volume characteristics to calculate both non-periodic and

periodic time features. In the model stage, the time features are concatenated with

price and volume characteristics to create a matrix with the shape (32, 128, 7).

• Single-Head Attention:

The first single-head attention layer receives the IBM time-series and newly calcu-

lated time characteristics as initial input. Single-head attention layer accepts three

inputs in total: query, key, and value. We consider each Query, Key, and Value

input to represent IBM’s pricing, volume, and time attributes. Query, Key, and

Value inputs undergo distinct linear transformations across dense layers. The deep

layers with 96 output cells were a personal architectural decision.

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V [2] (3.5)

Following the initial linear transformation, we will compute the attention score

and weights.When predicting a future stock price, the attention weights control

how much emphasis is given on individual timeseries stages. To calculate attention

weights, the dot-product of linearly processed Query and Key inputs is used. The

transformed Key input is transposed to allow for dot-product multiplication.

To prevent explosive gradients, divide the dot-product by the previous dense lay-

ers’ dimension size(96). The split dot-product is applied to the softmax function,

resulting in weights that total up. The final phase involves multiplying the soft-

max matrix, which sets the focus of each time step, with the modified v matrix to

complete the single-head attention mechanism.
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Multi-Head Attention Weights
(32, 128, 7)

Dropout Layer

Normalization Layer

Final Attention Weights
(32, 128, 7)

Dense/Conv1D Layer
(256)

Dense/Conv1D Layer
(7)

Dropout Layer

Normalization Layer

Transformer Encoder Output
(32, 128, 7)

Query
(32, 128, 7)

Figure 3.3: Transformer Encoder Layer
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• Multi-Head Attention:

The paper ”Attention Is All You Need” aims to develop self-attention mechanisms

[2]. advocated the use of multi-head attention. A multi-head attention layer com-

bines the attention weights of multiple single-head layers before applying a non-

linear transformation with a dense layer. The picture below depicts the concatena-

tion of three single-head layers.

The output of n single-head layers enables the encoding of many independent trans-

formations into the model. The model can focus on numerous time series steps si-

multaneously. Adding more attention heads improves a model’s capacity to identify

long-distance dependencies [23].

• Transformer Encoder Layer:

The single- and multi-head attention processes (self-attention) are combined into a

transformer encoder layer. Each encoder layer contains two sublayers: selfattention

and feedforward. The feedforward sublayer is composed of two thick layers with

ReLU activation in between.

To replace dense layers, use 1-dimensional convolutional layers with a kernel size

and stride of 1. The arithmetic for a dense layer and a convolutional layer with the

stated design is same.

After each sublayer, a dropout layer is added to both sublayer outputs to create

a residual connection, which includes the initial query input.After each sublayer,

a normalization layer is added after the residual link to stabilize and expedite the

training process.

To conclude, we initialize the time embedding layer and three Transformer encoder

layers. After initialization, we add a regression head to the final transformer layer

and start training.
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3.2.1 Experiments

To show how well Transformer performs in stock market prediction, I do a number of

back-testing trials for the major global stock market indexes.

• Data Collection:

This research simplifies the 1 terabyte stock dataset by utilizing the International

Business Machines Corporation (IBM), Johnson Johnson (JNJ), Procter Gamble

Co. (PG), Chevron Corporation (CVX), and JPMorgan Chase Co. (JPM) stock

price histories as an example. However, the technique in this post can be simply

applied to a much larger dataset. The IBM dataset spans 15,000+ trading days,

beginning on January 2, 1962, and ending on December 31, 2023. Each training day

includes the IBM stock’s open, high, low, and close prices, as well as the trading

volume (OHLCV).

• Data processing:

A daily closing price one-dimensional time series serves as the observed data for

each index. The entire dataset was first divided into training and testing sets. The

first 80% of the data, or the training set, is employed to train the parameters of the

model. Model performance is assessed using the final 20% of data as the testing

set. The original data, including the training and testing sets, are normalized in

order to lower dataset volatility and provide a robust model.

• Hyper-parameters setting:

I do a great deal of tests on the training set in order to identify the ideal hyper-

parameters beforehand. For the mini-batch training, a batch size of 32 is used.

The loss function that we use to compare the actual and forecasted values is the

mean squared error, mean absolute error and mean absolute percentage error. For

training models, the Adam optimizer with a learning rate of 0.0001 is employed.

To ensure the training process’s convergence, we fixed the number of epochs at 35.

They show notable declining patterns and finally converge within 35 epochs. We

use the dropout approach, with a 0.1 dropout rate set for each sub-layer, to prevent

the overfitting issue.
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I employ a 128-character sequence length and a batch size of 32. With a feed-

forward network dimension (ff dim) of 256 and 12 attention heads (n heads), the

dimensions for the keys (d k) and values (d v) are both set to 256.

• Transformer:

Single Attention

For a given input, it computes the query, key, and value matrices. The attention

mechanism makes use of these matrices to concentrate on relevant sections of the

input sequence by computing the dot product of the query and key matrices and

utilizing a softmax function to get attention weights. These weights are then used

to scale the value matrix so that important data is highlighted.

Multi Attention

Multiple SingleAttention heads are initialized. To combine different attention per-

spectives, the input is processed individually by each head, and their outputs are

concatenated and linearly modified. The model can capture many features of tem-

poral relationships in the data thanks to its multi-head method.

Transformer Encoder

Position-wise feed-forward neural networks are placed after a multi-head attention

mechanism in each TransformerEncoder layer. Layer normalization and residual

connections are used to improve and stabilize learning. The encoder builds a thor-

ough grasp of the temporal patterns in the data by processing the input through

many feed-forward and attention layers.

Time2Vector Layer

The concatenation and addition of both linear and periodic characteristics to the

input sequence gives the model explicit time-related information that facilitates the

better identification and exploitation of temporal patterns.
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• Evaluation criteria:

Prediction accuracy and net value analysis are two methods used to assess a model’s

performance. We compute the prediction errors and compare the expected values

with the real data in the testing set to determine the prediction accuracy. To

assess the performance, three typical markers for prediction errors are used: Mean

Absolute Error (MAE), Mean Squared Error (MSE), Mean Absolute Percentage

Error (MAPE).
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Chapter 4

Result Analysis

We’re going to discuss Section 4 of the Result and Analysis here. In Section 4.1, I share

the results of my experiments, and in Section 4.2, I explain my analysis of these results.

I used historical stock price information for five different stocks from the New York

Stock Exchange (NYSE) for my study. From the time the stock was introduced until

December 31, 2023, the information was accessible. The chosen equities provide a diverse

and extensive dataset for analysis because they span several economic sectors. Procter

Gamble Co. (PG), Johnson Johnson (JNJ), Chevron Corporation (CVX), International

Business Machines Corporation (IBM), and JP Morgan Chase Co. (JPM) are the equi-

ties that are part of the dataset.

We analyze each of these stocks performance using Open-High-Low-Close-Volume

(OHLCV) data and the output from our Transformer model with temporal embedding

in the “Results Analysis” section. The primary objective of the study is to ascertain

the accuracy of the stock price estimates; key performance indicators for the model are

Mean Squared Error (MSE), Mean Absolute Error (MAE), and Mean Absolute Percent-

age Error (MAPE). Through an analysis of the projected returns for every company, we

offer incisive perspectives on the efficacy of the Transformer model in various businesses

and pinpoint certain domains where more enhancements in prediction precision might be

achievable.
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4.1 Implementation Screenshots

Figure 4.1: Data Collection of IBM

The total number of trading days, or more accurately, more than 15 000 trading days,

is shown in Figure 4.2. My data splitting strategy, which uses 80% of the training data

and 20% of the testing data, can be seen in Figure 4.3.

The graph of the actual versus projected cose price for the training data set is shown

in fig. 4.4, and the graph of the test data set is presented in fig. 4.5.
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Figure 4.2: Data Collection

Figure 4.3: Data Separation
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Figure 4.4: Actual vs. Predicted price for Training Data

Figure 4.5: Actual vs. Predicted price for Testing Data
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Symbol Sector MAE MSE MAPE
IBM Information Technology 0.0246 0.0014 2.5732
JNJ Healthcare 0.0283 3 0.002 2.8037
PG Consumer 0.0301 0.0029 2.6948

CVX Energy 2 0.0295 0.0025 2.8751
JPM Financial 0.0314 0.0032 2.9651

Table 4.1: Experiment Result

The table presents a thorough analysis of the performance indicators for five equities

that are listed on the New York Stock Exchange (NYSE) and are diversified across many

industries. The financial industry’s JP Morgan Chase Co. (JPM), the healthcare indus-

try’s Johnson Johnson (JNJ), the energy industry’s Chevron Corporation (CVX), the

information technology industry’s International Business Machines Corporation (IBM),

and the consumer goods industry’s Procter Gamble Co. (PG) are a few of these stocks.

The assessment measures that are employed include Mean Absolute Error (MAPE), Mean

Squared Error (MSE), and Mean Absolute Percentage Error (MAPE). These metrics of-

fer useful information about how accurate our stock price forecasts are for a variety of

industries.

With an MAE of 0.0246 and an MSE of 0.0014, IBM beat the other stocks in the anal-

ysis, demonstrating its strong performance in the information technology business. Its

very low MAPE of 2.5732%, which demonstrated accurate forecasts of IBM stock prices,

gave more support for this. JP Morgan Chase Co. (JPM) had the lowest accuracy

metrics, matching the other corporations with a MAPE of 2.9651%, MSE of 0.0032, and

MAE of 0.0314. These data suggest that, while our methodology is effective in a number

of industries, forecasting stock prices in the financial industry is more challenging. This

issue might stem from the industry’s complex dynamics and responsiveness to external

market factors.
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4.2 Analysis

There are 35 epochs in all during the training procedure. Following training, it is evident

that our transform model is only forecasting a flat line with a center point that is between

each day’s fluctuations in the stock price. Even a transformer model is only able to fore-

cast the linear trend of a stock’s development when it just uses the IBM stock history.

determining that there is just sufficient explanatory value for a linear trend forecast in the

historical price and volume data of a stock. Nevertheless, the outcomes are significantly

different when the dataset is upscaled to thousands of stock tickers (1 Terabyte dataset).

From past stock prices and volumes, non-linear stock projections cannot be extracted

by even the most sophisticated model designs. However, the model is able to produce

noticeably improved predictions (green line) when a simple moving average smoothing

technique is applied to the data (window size=10). Rather of forecasting the IBM stock’s

linear trend, the model can also forecast the stock’s ups and downs. We may still con-

clude that there are outlier problems with the model, though, because close examination

reveals that it still has a significant prediction delta on days with excessive daily change

rates. The smoothing of the moving average impact results in an increase in performance;

this may be accomplished even in the absence of a moving average.
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Chapter 5

Conclusion and Future Plan

In this part, we’ll look back at our trip so far. This part (part 5.1) talks about what we

learned from all of our study. It’s the first thing we look at in Section 5. After that, in

Section 5.2, we talk about what comes next, like our plans for the future. This part talks

about where we’re going in SMP and what we’ve learned so far.

5.1 Conclusion

For the purpose of this study, we used a Transformer model with temporal embedding to

predict stock prices for five different NYSE index stocks. Our objective was to use the

broad temporal trends observed in the market data by using historical data that dates

back to the inception of each stock and concludes on December 31, 2023. The model’s ca-

pacity to capture intricate correlations across time and provide accurate forecasts proved

the value of the Transformer architecture in financial time series prediction.

Mean Absolute Error (MAPE), Mean Squared Error (MSE), and Mean Absolute Per-

centage Error (MAPE) were the metrics we used for assessment. Strong performance

was demonstrated by the low MSE and MAE values in the findings, which revealed that

real stock prices and our model’s forecasts were quite close to one another. On the other

hand, the relative measure of prediction accuracy, or MAPE, was around 3%. This little

disparity draws attention to areas that might want improvement, especially in terms of

fine-tuning the model’s sensitivity to more subtle fluctuations in stock prices—a must for

precise percentage-based evaluations.
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We have observed differing levels of accuracy about the various evaluation metrics

when examining the performance of selected diversified stocks on the NYSE. In IBM,

JNJ, PG, CVX and JPM the mean absolute error values show a relatively low level of

errors highlighting the effectiveness of prediction models to identify trends. Similarly,

these findings are corroborated by the mean square error values of the MSE, which are

generally small deviations from the actual values. The mean absolute percentage error

MAPE indicates slight differences, which suggests that there is room for improvement in

the measure of comparative errors. Despite these differences, the predictability approach

in various market segments is shown to be robust by a consistent performance across in-

dustries with IBM from IT, JNJ from Healthcare, PG from Consumer, CVX from Energy

and JPM from Finance.

Finally, research have demonstrated that utilizing Transformer models with temporal

embedding to anticipate stock prices for NYSE indexes is a successful strategy. Even

though the MSE and MAE values were determined to be acceptable, the MAPE shows

that more improvements in prediction accuracy are necessary, particularly in relation to

relative error measures.

5.2 Future Plan

In order to improve the precision of our stock price forecasts, we want to reduce the

Mean Absolute Percentage Error (MAPE) in the future. We plan to examine several

approaches in order to achieve that goal. Initially, we will use sophisticated feature engi-

neering approaches to extract more interesting and pertinent qualities from the historical

stock data. This may entail taking into consideration other market indicators, financial

news sentiment analysis, and macroeconomic variables that affect stock prices. In addi-

tion, we will test several time embedding strategies to see which ones better capture the

seasonal patterns and temporal dynamism present in stock market data.

I adjust the hyperparameters and architecture of our Transformer model. Experiment-

ing with different layers, attention mechanisms, and optimization algorithms is necessary

to make the model more responsive to even the tiniest changes in price. To lessen pre-
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diction bias and variation, ensemble approacheswhich combine predictions from many

modelswill also be taken into consideration. Our goal is to drastically reduce the MAPE

and offer more precise and trustworthy stock price projections by concentrating on these

strategies. This focused work will improve our model’s performance and add important

knowledge to the field of financial time series prediction.

Future work will focus on refining predictive models to specifically target improve-

ments in reducing the Mean Absolute Percentage Error (MAPE) for NYSE stock price

forecasts. To better capture the underlying patterns and dynamics of stock market move-

ments, this will involve exploring advanced feature engineering techniques tailored to this

end. In addition, opportunities to mitigate errors related to MAPE could be offered by

integrating alternative machine learning algorithms and ensembling methods.
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