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Abstract

Due to the evolution in wireless communications, the RF spectrum is overcrowded as it is scarce and

expensive. However, it has been observed that the licensed spectrum remains underutilized. In the

literature, various spectrum sensing schemes have been proposed for efficient spectrum utilization. In

this case, the cognitive radio (CR) terminal senses the licensed spectrum of the primary user (PU). If

the spectrum is found vacant, then the unlicensed user or secondary user (SU) can utilize the spectrum

without interfering with the PU. The performance of the spectrum sensing techniques is presented

and evaluated using receiver operating characteristics (ROC). The ROC for different spectrum sensing

techniques is presented and compared with the literature assuming different scenarios such as coherent

and non-coherent detections, different channel environments, PU with different waveforms, and various

diversity schemes. A majority of the papers have assumed additive white Gaussian noise (AWGN)

and static behavior of PU in the sensing interval. However, in a real-time scenario, these assumptions

are difficult to follow. For example, in the multi-user environment, the interference from different

sources such as multiple access interference (MAI) can be well approximated by additive Laplacian

noise instead of AWGN. Further, due to the large density of PU and their frequent transitions, the

static nature of PU in the sensing interval may not be followed. The dynamic behavior of the PU

degrades the ROC performance of detection schemes, which assumed static behavior.

In this thesis, we assume additive Laplacian noise (ALN) channel instead of AWGN channel. We

assume static PU and use a modified correlation detector (MCD) with cooperative spectrum sensing

(CSS) scheme. We compare our proposed correlation detection scheme with the other state-of-the art

of the correlation detection schemes. Dynamic behavior of the PU, where PU may randomly change

its states within sensing period, has not been analyzed with ALN in the literature. We assume the

dynamic behavior of PU, where the Poisson process models the rate of arrival and departure of the

PU in the prescribed spectrum sensing interval. In this case, we use a non-coherent scheme using

improved absolute value cumulation detection (i-AVCD). Subsequently, we assume more than one

transition of PU in the sensing interval. The two transitions of PU have been modeled using weighted

samples, which are further based on Cumulative Sum (CuSum) for detection. In this case, we use the

sample mean detection (SMD) and i-AVCD as detection schemes. The multiple transitions of PU are

modeled using the Markov chain. Further, we assume PU with different modulation order M such as

M -QAM and show the effect of M on the ROC performance. Finally, we consider attenuation in the

i



channel by Rayleigh distribution with diversity schemes such as Equal Gain Combining (EGC) and

Soft limiting Polarity Coincidence Array (SL-PCA). In all the cases, we present ROC using simulations.

We also derive analytical expressions of detection probability (PD) and false alarm probability (PF ).

A close match between simulations and their analytical counterparts validates our analytical approach.

Further, a significant improvement in performance of the detection schemes is achieved using the CSS

and receive diversity schemes.
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Chapter 1

Introduction

Due to limited spectrum availability and increasing surge in the demand by users for wireless appli-

cations, such as multimedia services and industrial Internet of Things (IoT), spectrum scarcity has

emerged as one of the most critical problems in the field of wireless communications [1]. The Fixed

Spectrum Allocation (FSA) policy adopts a static mode for allocating the Radio Frequency (RF)

spectrum [2, 3]. According to the Federal Communications Commission (FCC) report, FSA policy

results in poor spectrum utilization where a major portion of the spectrum bands is not efficiently

utilized that results in poor spectrum efficiency [4]. Spectrum utilization below 6 GHz, particularly

in Ultra-Wideband (UWB) is very low which varies from 4.54% in Singapore to 17.4% in Chicago [5].

Unlicensed spectrum bands, such as Industrial Scientific and Medical (ISM) bands (2.4 GHz and 5

GHz) are used by Bluetooth, ZigBee, and Wireless Local Area Network (WLAN) [6–8]. With re-

cent releases of the Third Generation Partnership Project (3GPP), i.e., Releases 16 and 17, these

unlicensed bands have been proposed to be used by 5G New Radio (NR) [9]. Many countries in the

US and Europe use 60 GHz millimeter wave band as an unlicensed band [10]. On the other hand,

licensed spectrum bands such as Television (TV) bands, include white spaces in the range of 300

MHz - 3 GHz [11]. These TV white spaces are unoccupied or idle frequency bands used for television

broadcast [12]. They have been assigned to mobile communications in order to efficiently use the

increasingly scarce spectrum resource [13]. In an effort to mitigate the constraints of the spectrum,

such as spectrum scarcity, congestion, and under-utilization, J. Mitola in 1999, proposed the notion

of Cognitive radio which is based on the fundamentals of Software Defined Radio (SDR) [14,15].

Cognitive Radio [16,17]: The Cognitive Radio (CR) is a smart wireless radio that can automatically

sense and detect the unoccupied spectrum and use it without interfering with licensed users [18, 19].

In the Opportunistic Spectrum Access (OSA) model of a Cognitive Radio Network (CRN) based

communication systems, an unlicensed user or Secondary User (SU) makes opportunistic access to the

under-utilized licensed band and can use the band until a licensed user or PU occupies the band [20].

The CR automatically detects available bands in the wireless spectrum and adjusts its transmission
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parameters accordingly [21]. The Institute of Electrical and Electronics Engineers (IEEE) 802.22 has

been widely accepted as the first CR based Wireless Regional Area Network (WRAN) standard [22].

Wireless standards such as ECMA-392, IEEE 802.11af, and IEEE 802.15.4m operate in an OSA based

CR model. Spectrum sensing is one of the major functions of a CR system where the spectrum is

continuously monitored by the cognitive terminal to decide the presence or absence of PU and thus,

reliably find the vacant spectrum [23].

Spectrum Sensing [24, 25]: In a CR system, SU at the cognitive terminal uses a technique known

as “spectrum sensing” to sense the presence of the PU in the licensed spectrum. Spectrum sensing

is a process of identifying unused portions of the spectrum, known as spectrum holes. In addition

to this, the SU must exit the channel once the PU reappears in order to reduce the effect of adverse

influence on the licensed users. Based on the span of the considered frequency band, spectrum sens-

ing is classified as Wideband Spectrum Sensing (WSS) and Narrowband Spectrum Sensing (NSS).

The wideband sensing involves scanning the wideband to determine the availability of the PU [26].

Narrowband sensing, on the other hand, focuses on scanning and monitoring a single segment of the

band. In this case, the spectrum sensing problem is formulated as Binary Hypothesis Testing (BHT)

problem.

Binary Hypothesis Testing: In this testing problem, the null hypothesis is denoted as Ho and the

alternate hypothesis is denoted as H1. At the cognitive terminal, each received symbol ym from the

PU can be expressed as [27]

Ho : ym = nm;

H1 : ym = sm + nm, (1.1)

where m = 1, 2, . . . , N . The N denotes aggregate sensing samples. The sm denotes the PU signal

and nm ∼ L(0, κ), i.e., Laplacian distribution with mean 0 and variance 2κ2, where κ is the scale

parameter. The Probability Density Function (PDF) of the Laplacian noise can be expressed as [28]

fnm
(v) =

1

2κ
exp

(
−|v|

κ

)
. (1.2)

The detection probability PD and false alarm probability PF can be expressed as [29]

PD = Prob

{
Υ(y) > Ψ|H1

}
, (1.3)

PF = Prob

{
Υ(y) > Ψ|Ho

}
,

where Υ(y) is the decision statistic and Ψ is the detection threshold obtained using the Neyman

Pearson (NP) test [30]. The main focus of the spectrum sensing schemes is to improve the PD. A
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brief description of research in the field of spectrum sensing in the past couple of years is presented

in the following section.

1.1 Research in the field of Spectrum Sensing

Several spectrum sensing schemes have been analyzed in the literature. For example, in a spectrum

sensing scheme, such as the Energy Detection (ED), square of the absolute value of the received

observations is computed over the sensing period to obtain the final decision statistic [31,32]. The ED

has been further modified to improved ED, where the received observations are raised to a positive

real exponent P over the sensing period to get the final decision statistic [33]. The improved ED

outperformed conventional ED significantly with an increase in the parameter P [34]. In the centralized

CSS scheme, multiple Cognitive Radios (CRs) exist which send their hard or soft decisions to a central

controlling center known as Fusion Center (FC) [35]. The FC combines the local decisions received

from the surrounding CRs based on standard fusion schemes and gives the final decision on the presence

or absence of the PU [36]. Thus, the CSS scheme offers space diversity through sensing channels to

improve the detection performance [37–39]. The Covariance based spectrum sensing scheme has been

analyzed in [40, 41], where decision statistic is formed from the covariance matrix of the received

signal. The Eigenvalue based spectrum sensing has been proposed in [42–45], where decision statistic

is derived as the ratio of maximum to minimum eigenvalues obtained from the covariance matrix of the

received signal. The deep learning based detector has been proposed in [46, 47], where the detection

framework has been modeled using a deep neural network.

In the context of our country India, several researchers from different parts of the country have

been involved in the field of spectrum sensing in cognitive radio. The improved ED has been analyzed

for a multiple antenna scenario at the CR [48]. The CSS based on Gerschgorin Radii and Center

Ratio (GRCR) algorithm has been proposed in [49]. In this paper, the VLSI architecture of the CSS

scheme has been presented in the Rayleigh Fading environment. Subsequently, an Application Specific

Integrated Circuit (ASIC) chip has been fabricated based on the GRCR based CSS scheme. Using

the majority fusion scheme over an erroneous control channel, the CSS scheme has been introduced

in [50]. The optimum number of surrounding CR users has been derived using different threshold

selection approaches in [51]. The energy efficiency has been achieved in the collaborating scenario by

optimizing CR users in [52]. For this, the relay assistance model has been proposed. Soft decision

fusion scheme using a radix 2 decision fusion strategy has been proposed in [53]. It has been revealed

that this soft fusion scheme inherits a hard decision fusion part and there is a mutual connection

between the two. The spectrum sensing schemes proposed in [37–53] have assumed static PU with

Gaussian noise.

In real communication systems, noise cannot be always Gaussian, especially in an impulsive noise

environment and long range communications [54]. Several spectrum sensing schemes proposed in

the literature have assumed non-Gaussian noise under the scenario of static PU. For example, the
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goodness-of-fit based detection scheme has been analyzed with symmetric alpha-stable noise based on

the concept of geometric power [55]. The Middleton Class A (MCA) noise has been analyzed using

the goodness-of-fit based detection scheme [56]. However, in the dense traffic areas, the PU possesses

dynamic behavior [57]. The case of dynamic PU based on the Markov chain has been proposed

in Nakagami-m fading channel [58]. In this paper, a correlated multiple antenna scenario has been

addressed with ED scheme. Apart from this, several other spectrum sensing schemes with dynamic

PU have been analyzed in the literature [59, 60]. The spectrum sensing schemes proposed in [58–60]

have assumed Gaussian noise. The research in the field of spectrum sensing during the past couple of

years has motivated us in many ways which are presented in the following section.

1.2 Motivation

Many spectrum sensing schemes have been proposed in the past couple of years, with a focus on

developing suitable detection schemes to detect the existence of the PU with high detection probability.

Followings are highlighted as key motivations based on the study of spectrum sensing schemes in

Additive Laplacian Noise (ALN) environment.

(a) In general, there exist three models of a CR based communication systems. They are interweave,

overlay, and underlay [61, 62]. In an interweave model, also known as OSA model, the SU op-

portunistically accesses the licensed spectrum. While opportunistically accessing the spectrum,

only the SU is allowed to use the spectrum if it is idle, or not in use by the PU. This model

does not allow the sharing of the band by PU and SU at the same time, hence interference ef-

fects are highly mitigated. Thus, this model provides the most assured Quality of service (QoS)

and the highest level of reliability. It is of interest to consider OSA model of a CR, where SU

opportunistically accesses the licensed band only after being assured of the absence of the PU.

(b) Many natural and man-made events, such as thunderstorms, lightning, microwave emissions,

motor engines, etc. cause a high spike impulsive noise [63]. The impulsive noise is a train

of high amplitude and low probable narrow impulses. These impulses can have a short or

long duration. Further, they have fatter tails. The AWGN fails to characterize these impulsive

environments. Non-Gaussian noises, such as MCA noise, Bernoulli Gaussian noise and Gaussian

Mixture Noise (GMN) model impulsive noise scenario. By varying different parameters of these

noises, the degree of impulse can be varied from a high impulse scenario (Dirac’s distribution)

to a no impulse scenario (Gaussian). Owing to fat tails, the Laplacian noise models impulsive

noise precisely [64]. Further, in time-hopped UWB communication systems, Laplacian noise

has been shown to model Multiple Access Interference (MAI) precisely as compared to other

non-Gaussian models [65]. The MAI is the interference from the surrounding multiple users.

Hence, it is of interest to observe the performance of spectrum sensing schemes in ALN.

(c) A majority of the available spectrum sensing schemes assume the existence of the PU in static
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state [66]. In the real world, PU cannot remain static under all circumstances, especially when

PU traffic varies widely [67]. In order to align with practical scenarios, for example, in densely

populated areas with high mobile traffic or in the war-prone border areas, the PU possesses dy-

namic behavior. As a result, achieving high detection probability while paying special attention

to the dynamic behavior of the PU is of relevance.

1.3 Our Research Contributions

In this thesis, we have considered seven different system models. In all the models, we have assumed

ALN channel. We have presented the performance using a plot between PD and PF , referred to as

Receiver Operating Characteristics (ROC). The significant contributions made in this thesis are as

follows:

(a) We have proposed a modified version of a general correlation detector known as Modified Cor-

relation Detector (MCD). In the proposed MCD scheme, Binary Phase Shift Keying (BPSK)

modulated static PU signal is corrupted with the Laplacian Noise. The received signal then

correlates with the known PU signal at the cognitive terminal. Finally, it is raised to an expo-

nent P with its range defined as 0 < P ≤ 2. Raising the received signal to an exponent P gives

non-linearity to the detector with the condition P ̸= 1. At P = 1, the proposed detector behaves

as a Matched Filter (MF) detector which is linear in nature. The performance of this detection

scheme has been shown using simulations. The MCD detector outperforms MF detector and

Threshold Detector (TD) for P < 1. We have derived the closed-form expressions of PD and PF ,

presented ROC for different values of P and shown that performance improves as P decreases.

(b) In the second model, we have extended the first one with CSS using MCD as a localized detection

scheme at each CR. The impact of different CSS fusion schemes on the detection probability has

been discussed. We have derived closed-form expressions of PD and PF and presented ROC.

(c) In the third model, we have presented dynamic and unknown PU with one transition within the

sensing period. Dynamic PU refers to the condition where PU randomly transits from ‘ON’ state

to ‘OFF’ state and vice-versa within sensing period. The transitions are assumed as random

arrival and random departure. Further, they are modeled using the Poisson distribution. Here,

CR is not aware of any information about PU. Hence, we have used Generalized Likelihood Ratio

Test (GLRT) together with Maximum Likelihood Estimation (MLE) of the PU. Further, the

transition points are unknown and random. So, they are averaged out over the Likelihood Ratio

Test (LRT). The Averaged Likelihood Ratio (ALR) is further simplified to get the final detection

scheme, which corresponds to the improved Absolute Value Cumulation Detection (i-AVCD)

scheme used with dynamic parameters, such as arrival rate (θAT ) and departure rate (θDT ) of

the PU. We have presented the ROC using simulations. The performance of the i-AVCD scheme

with Absolute Value Cumulation Detection (AVCD) and ED as its special cases, has been shown
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in the dynamic PU scenario. We found that the performance of the detection schemes in the

dynamic PU scenario is better than the performance with static PU scenario, when the arrival

rate and departure rate of the PU are beyond 1.

(d) In the fourth one, we have extended the third one with CSS using i-AVCD as a localized detection

scheme at each CR. The impact of different CSS fusion schemes on the detection probability has

been discussed. Finally, the simulation results are presented using ROC.

(e) In the fifth model, we have further increased the transition point of the unknown PU from 1 to

2, i.e, PU makes two transitions within the sensing period. The MLE has been used to jointly

estimate the unknown PU and its Last Status Change Point (LSCP) under both hypotheses Ho

and H1. Further, Cumulative Sum (CuSum) based detection schemes, such as Sample Mean

Detector (SMD) and i-AVCD have been presented. We have derived closed-form expressions of

PD and PF and presented the results with ROC. Besides this, the comparison of one transition

point of the PU with two transition points of the PU is presented. We observed that one PU

status change outperforms the two PU status changes due to less estimation error in LSCP.

(f) In the sixth model, we overcome the limitations of a limited number of PU transitions. A

scenario of multiple transitions of the PU has been presented within the sensing period. A

modified detection scheme based on i-AVCD has been proposed. The Transition Probability

Matrix (TPM) is used to calculate the transition probabilities when PU makes a transition from

one state to another. In this case, ‘M’- Quadrature Amplitude Modulation (M -QAM) for PU

has been considered. Further, it has been assumed that the SU knows the Markov parameters a

priori. Finally, we have derived closed-form expressions of PD and PF and presented the ROC.

(g) In the seventh model, we have modified the sixth one by including channel attenuation. It has

been assumed that the channel attenuation follows Rayleigh distribution. Here also, M -QAM

modulation has been considered for the PU. Further, a multiple antenna system has been ana-

lyzed at the CR. We have used diversity techniques, such as the Equal Gain Combining (EGC)

and Soft Limiting-Polarity Coincidence Array (SL-PCA), derived PD and PF , and presented the

results with ROC.

1.4 Organization of the Thesis

The thesis is organized as follows.

Chapter 2 presents a detailed overview of the diverse spectrum sensing techniques in cognitive radio.

This chapter describes various coherent and non-coherent spectrum sensing schemes. Further, the

cases of static PU and dynamic PU have been analyzed.

Chapter 3 proposes a modified, non-linear correlation detector MCD in ALN when PU is static. The

performance of the proposed detection scheme has been presented with ROC.
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Chapter 4 presents the CSS scheme when MCD is used as a localized detection scheme by each of

the CRs present around the FC.

Chapter 5 presents the detection schemes, such as i-AVCD and SMD, when PU makes only one

transition in ALN environment. Further, special cases of i-AVCD, such as AVCD and ED have been

analyzed.

Chapter 6 presents the CSS scheme when PU makes one transition. The i-AVCD and SMD are used

as localized detection schemes.

Chapter 7 presents the i-AVCD and sample mean detector SMD using CuSum based weighted sam-

ples in dynamic PU environment. Two transitions of the PU are assumed within the sensing period.

Further, the detection performance with two transitions of the PU has been compared to the perfor-

mance with one transition of the PU.

Chapter 8 presents modified i-AVCD scheme with M -QAM modulated PU. Further, multiple tran-

sitions of the PU are modeled using two state Discrete Time Markov Chain (DTMC). The detection

performance has been compared with modified AVCD and modified ED.

Chapter 9 presents the modified i-AVCD scheme for M -QAM modulated PU. Besides this, multiple

transitions of the PU are considered with Rayleigh distributed channel attenuation. Further, diversity

schemes, such as EGC and SL-PCA are also presented.

Chapter 10 concludes our research work with a summary of the contributions and future scope.

1.5 Conclusion

In this chapter, we briefy discussed spectrum sensing schemes available in the literature for static

and dynamic PUs. Spectrum sensing schemes for static PU were discussed with non-Gaussian noise.

Further, sensing schemes for dynamic PU were discussed with Gaussian noise. Apart from this, the

motivation of using impulsive noise such as Laplacian noise in the dynamic PU scenario was also

presented followed by our contribution in the field of spectrum sensing. We conclude that in order

to address the knowledge gap in the current research, it is important to analyze the performance of

spectrum sensing schemes in the scenario of dynamic PU with additive Laplacian noise. In the next

chapter, we will present an extensive literature survey on state-of-the-art of the spectrum sensing

schemes.
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Chapter 2

Literature Survey

Over the past few decades, demand for the available spectrum has remarkably increased manifold

in the field of wireless communications [68]. For efficient spectrum utilization, spectrum sensing

has gained a lot of attention. In this section, we present a detailed survey of the spectrum sensing

schemes. We also discuss non-Gaussian noise models which have been considered in the literature,

such as Laplacian noise and Generalized noise. Further, we present details of static and dynamic

Primary Users (PUs).

2.1 Laplacian Noise

Impulsive noise is a sudden man-made or naturally occurring noise. Impulsive noise is a train of

narrow impulses with high amplitude and low probability of occurrence [69]. It possesses high spikes

and fatter tails. Some common examples are man-made noises, such as machine motors, microwave

ovens, neon signs, etc [70].

The Probability Density Function (PDF) of the Laplacian noise can be expressed as [71]

fnm
(v) =

1

2κ
exp

(
−|v|

κ

)
, (2.1)

where κ is the scale parameter of the Laplacian noise. In section 2.2, we will present a few Generalized

noise models which result in Laplacian, Gaussian, and other impulsive noises as their special cases.

2.1.1 Preference of Laplacian noise over AWGN

Avalanches, ice-cracking, etc. are naturally occurring phenomena that have impulsive characteristics

of noise [72]. Noise such as AWGN is non-impulsive in nature and it models thermal noise. It possesses

thinner tails, low amplitude and a high probability of occurrence [73]. However, noise does not remain

Gaussian and possesses impulsive behavior in long-range communications. Further, PDF of noise in

discrete time domain is similar to the Laplacian distribution which can be seen in Figure 10 of [74].
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Figure 2.1: PDF showing impulsiveness of Laplacian noise for mean=0, variance=2.

Figure 2.1 shows the PDFs of Laplacian noise and Gaussian noise with mean equals to 0 and

variance equals to 2. It can be seen that Laplacian noise possesses a high spike in the distribution at

0 mean while Gaussian noise has a comparatively low spike. Similarly, Figure 2.2 is zoomed view of

Figure 2.1, showing the thickness of tails of Gaussian and Laplacian noises. It can be clearly observed

that Laplacian noise has fatter tails than Gaussian noise which proves to be a better option to model

impulsive noise scenario. In Figure 1 of [75], it has been shown that the discrete time model of MAI

is accurately modeled using Laplacian distribution instead of Middleton Class A (MCA) noise and

AWGN in time-hopped UWB systems.

2.2 Generalized Noise Models

In this section, we present two Generalized noise models, such as McLeish noise and Generalized

Gaussian noise.

2.2.1 McLeish Noise

McLeish distribution is a generalized circularly symmetric distribution model with mean µ, variance

σ2, and a non-Gaussian parameter c, which is denoted as CML(µ, σ2, c) [76]. It is used to model

noise ranging from highly impulsive noise, such as Dirac’s distribution to non-impulsive noise, such as

AWGN. The degree of impulsiveness can be varied by varying the impulsive parameter c. The PDF

of McLeish noise can be represented as [76]

fn(v) =
2
√
c|v|c−1√

2σ2
vπΓ(c)

Kc−1

(√
2c

σ2
v

|v|

)
, (2.2)
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Figure 2.2: Zoomed view of the tails of Gaussian and Laplacian noises showing their thickness.

where Kc(·) denotes cth order modified Bessel function of second kind. The complex and circularly

symmetric Laplacian, Gaussian, and Dirac’s distributions can be obtained as the special cases of

McLeish noise at c = 1, c → +∞ and c → 0+, respectively. The Γ(·) represents Gamma function

defined as Γ (v) =
∫ +∞
0

e−ttv−1dt [77].

2.2.2 Generalized Gaussian Noise

The Generalized Gaussian Noise (GGN) characterizes certain types of atmospheric and impulsive

noises [78,79]. The PDF of Generalized Gaussian Noise (GGN) can be represented as [80]

fn(v) =
1

2Γ
(
1 + 1

κo

)
A(κo, σ)

exp

{
−
∣∣∣∣ v

A(κo, σ)

∣∣∣∣κo
}
, (2.3)

where A(κo, σ)=σ2

{
Γ
(
1/κo

)
Γ
(
3/κo

)}, is known as the scale parameter with variance σ. The κo is known

as the shape parameter with 0 < κo ≤ 2 for heavy-tailed noise, such as Laplacian noise, and κo > 2

for short-tailed noise. The special cases are formed at κo = 1, κo = 2, and κo = 0.5 which result in

Laplacian, Gaussian, and certain atmospheric impulsive noises, respectively [81]. Several spectrum

sensing schemes which considered Laplacian noise have been proposed in the literature. In the following

section, we present a few coherent spectrum sensing schemes in additive Laplacian noise (ALN).

2.3 Coherent Spectrum Sensing Schemes

In a coherent spectrum sensing scheme, the SU has prior information about the PU. In this sec-

tion, we briefly explain several coherent spectrum sensing schemes available in the literature in ALN
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environment.

2.3.1 Matched Filter detector

The Matched Filter (MF) detector is used if the SU has prior knowledge about numerous attributes

of the physical implementation of the PU [82]. The MF can be used in this situation using cross-

correlation between the known sequence of the PU and the signal that is received at the cognitive

terminal [83]. The detector confirms the presence of the PU signal whenever a true correlation peak

arises, else it claims an empty band. The MF detector offers the best performance, especially at low

SNR. Besides this, the MF detector also recognizes the power levels of the PU. The SU can adjust

its power levels to avoid unnecessary interference with the PU signal [84]. The hybrid MF detector

as a double MF detector has been proposed in [85]. It has been shown that the hybrid MF detector

outperformed MF detector for PF < 0.5. The MF detection scheme can be represented as [86]

Υ(y) =

N∑
m=1

(
s∗mym

) H1

≷
Ho

Ψ, (2.4)

where Υ(y) denotes the decision statistic. The s∗m represents the conjugate of sm and Ψ denotes the

detection threshold obtained using the NP test.

2.3.2 Threshold Detector

The Threshold Detector (TD) has been proposed in [87] which has a much simplified practical im-

plementation due to the need for low resource equipment. In addition to this, the TD outperformed

MF detector in term of detection performance. The TD has been widely discussed as a sub-optimal

detector [88, 89]. In TD, the received observation ym is quantized by a Threshold System (TS) at

a fixed threshold of tm = sm/2 to obtain zm. Finally, a linear correlation is performed between zm

and sm. The result is then compared with the detection threshold Ψ. The detection scheme can be

represented as [90]

Υ(y) =

N∑
m=1

(
smzm

) H1

≷
Ho

Ψ, (2.5)

where for sm > 0

zm =

 1, ym ≥ tm

0, ym < tm,
(2.6)

and for sm < 0

zm =

 0, ym ≥ tm

1 ym < tm.
(2.7)
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2.3.3 Other coherent spectrum sensing schemes

The two blind correlation detectors, known as the Phase-Rotated Spectral Correlation Detector

(PRSCD) and the complex decomposition based PRSCD have been explored in [91]. It has been

shown that the two blind detectors outperformed the MF detector. Besides MF detector, Feature

detectors such as Waveform detector and Cyclostationary detectors are the two other coherent de-

tectors [92, 93]. Based on the different applications of correlation, several coherent spectrum sensing

schemes have been analyzed in [94–96]. The coherent detection schemes proposed in [82–96] have

assumed noise as AWGN. Further, in these cases, full or partial information on PU was available at

the cognitive terminal a priori. However, in a real-time scenario, it is not always possible for a CR

to know prior information about PU. Hence, in the following section, we present some non-coherent

spectrum sensing schemes where information about PU is not available at the CR a priori.

2.4 Non-Coherent Spectrum Sensing Schemes

Non-coherent spectrum sensing schemes do not need information about the PU signal a priori. The

i-AVCD, with AVCD and ED as its special cases, is a non-coherent spectrum sensing scheme available

in the literature in the Laplacian noise environment. Although ED is one of the special cases of

i-AVCD, we explain it separately in the following sections.

2.4.1 improved Absolute Value Cumulation Detection

The improved Absolute Value Cumulation Detection (i-AVCD) refers to the detection scheme where

the received observations at the cognitive terminal are raised to a positive exponent P over the range

defined as 0 < P ≤ 2. The detection scheme can be represented as [97]

Υ(y) =

N∑
m=1

|ym|P
H1

≷
Ho

Ψ, (2.8)

where Υ(y) is the decision statistic. The AVCD and ED are special cases of i-AVCD at P = 1 and

P = 2, respectively. The AVCD scheme can be represented as [98]

Υ(y) =

N∑
m=1

|ym|
H1

≷
Ho

Ψ, (2.9)

where Υ(y) is the decision statistic. The Ψ is the detection threshold that can be obtained using NP

test.

2.4.2 Energy Detector

The Energy Detector (ED) is a classical non-coherent detection scheme. No prior information about

PU is required in this scheme [99–102]. Besides this, it is one of the frequently used detection scheme
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as it offers very low computation complexity. This scheme is used in different channel conditions. An

important disadvantage of ED is that it performs poorly at low Signal-to-Noise Ratio (SNR) and is

unable to distinguish between signals from PU and interference [103]. Multipath fading and Shadowing

result in power fluctuations of the received signal. The noise uncertainty and the channel effect have

to be thoroughly investigated in order to obtain sustainable performance in these scenarios. As the

SU does not use the estimation of SNR in the ED, it results in an SNR wall problem. The SNR wall

and noise uncertainty have been investigated in [104], where noise levels were estimated to achieve a

reduced level of uncertainty under Gaussian noise. The detection scheme can be expressed as

Υ(y) =

N∑
m=1

|ym|2
H1

≷
Ho

Ψ, (2.10)

where Υ(y) is the decision statistic. The Ψ is the detection threshold that can be obtained using

the NP test. These spectrum sensing schemes have explored a non-collaborative scenario, where only

one CR is present and communication takes place between a CR and PU. In the next section, we

will present a collaborative spectrum sensing scheme where multiple CRs communicate with PU. This

scheme is known as the Cooperative Spectrum Sensing (CSS) Scheme. The CSS scheme mitigates

the Hidden Primary User Node (HPUN) problem which occurs under the severe effect of multipath

fading.

2.5 Cooperative Spectrum Sensing Scheme

The most challenging issue in spectrum sensing is the HPUN problem which occurs when the CR

is under the severe effect of multipath shadowing [105, 106]. In CSS, multiple CRs are considered

to mitigate the fading effect. This scheme offers space diversity via sensing channels, also known as

sensing diversity, and provides a good solution to mitigate the HPUN problem. The CSS utilizes two

channels. The first one is the sensing channel, while the other is reporting channel [107]. The sensing

channel is the channel between PU and CR, while the reporting channel is the channel between CR

and the controlling center known as the FC. The CSS scheme has been classified into three different

categories. The first is centralized CSS, the second is distributed CSS, and the third one is Relay

assisted CSS [108]. Figure 2.3 shows a collaborative scenario of CSS scheme where Mo CRs are

available out of which ko CRs are active. Active CRs refer to a minimum number of CRs which infer

the presence of the PU. The Mo CRs use some localized detection schemes to produce local hard

decisions for detection of the PU signal. Then, the hard decisions are individually communicated

to the FC via reporting channel. After collecting hard decisions in the form of ‘0’ and ‘1’, the FC

uses standard fusion schemes, such as the ‘OR rule’, ‘AND rule’, and ‘majority rule’. These fusion

schemes combine the received hard decisions in a specific and unique way to deliver final judgement

on the availability of the PU. We have used specific terminologies for these fusion rules. They are

CSS: OR, CSS: AND, and CSS: majority for OR rule, AND rule, and majority rule, respectively. All
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Figure 2.3: Centralized cooperative sensing scheme in cognitive radio

the single-bit hard decisions from each Mo CR are combined at the FC according to a decision rule

expressed as

U =

Mo∑
l=1

Ul

H1

≷
Ho

ko, (2.11)

where Ul is the hard decision from each CR. Finally, at the FC, PF and PD can be expressed as [109]

PF =

Mo∑
l=ko

Mo

l

Ql
f (1−Qf )

Mo−l,

PD =

Mo∑
l=ko

Mo

l

Ql
d(1−Qd)

Mo−l, (2.12)

where Qf and Qd denote the false alarm probability and detection probability, respectively, using

some localized detection schemes at each Mo CR. Here, ko = 1 represents CSS: OR rule, ko = Mo

indicates CSS: AND rule, and ko < Mo signifies CSS: majority rule. Substituting ko = 1 in (2.12),

PF and PD for ‘CSS: OR’ fusion scheme can be expressed as

PF = 1−
{
1−Qf

}Mo

,

PD = 1−
{
1−Qd

}Mo

. (2.13)
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Similarly, substituting ko = Mo in (2.12), PF and PD for ‘CSS: AND’ fusion scheme can be expressed

as

PF = QMo

f ,

PD = QMo

d . (2.14)

The ‘CSS: OR’ fusion scheme allows the FC to infer that there exists at least one CR with its hard

decisions based on the two hypotheses. In the CSS: OR scheme, there is a minimal chance of the PU

getting affected by interference from the surrounding CRs.

The CSS scheme based on various localized detection schemes has been proposed in the literature.

The CSS based on Dynamic Double Threshold Energy Detection (DDTHED) has been proposed

in [110] considering Circularly Symmetric Gaussian Noise (CSGN). It has been shown that CSS-

DDTHED performed better than CSS-ED. The Priority based polarized transmission scheme has

been proposed in [111] to improve the detection performance of the polar coded CSS scheme in

Rayleigh fading channel with BPSK modulated PU. The principle of polarization which gives near

Shannon-limit performance at a low value of average SNR has been applied. The local decision bits

were transmitted over noisy or near noiseless channels depending on the used or idle sub-bands,

respectively. The CSS: OR and CSS: AND rules were used as fusion schemes at the FC. It has

been shown that the Priority-based polarized transmission scheme outperformed the polar coded CSS

scheme. The subcarrier modulation based CSS (SMCSS) has been proposed in [112], where local

decision bits were sent over orthogonal subcarriers to the FC. The FC makes a final decision on the

availability of the PU based on two-level decision fusion, which includes user-level fusion and network-

level fusion. The CSS scheme in Nakagami-q/n fading channel has been presented in [113]. The CSS

scheme with a multiple antenna scenario at each CR has been analyzed in [114]. Further, rewards

and punishment based collaborative spectrum sensing has been proposed in [115]. The CSS schemes

presented in [110–115] have assumed additive noise AWGN with static PU. These schemes have been

explored with only one antenna at the CR. The performance of the sensing schemes can be greatly

improved by using multiple antennas at the CR. The spectrum sensing schemes for a multiple antenna

scenario are presented in the following section.

2.6 Spectrum Sensing Schemes for a Multiple Antenna Sce-

nario

In this section, we present spectrum sensing schemes available in the literature when a CR is equipped

with multiple antennas.
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2.6.1 Polarity Coincidence Array

The Polarity Coincidence Correlator (PCC) is a well-known detection scheme when a CR is equipped

with two antennas. The decision statistic can be represented as [116]

Υ(y) =

N∑
m=1

u
(
ym,1ym,2

)
, (2.15)

where y = [y1, y2, . . . , yN ] represents an array of N observations of PU. The u(·) represents the

unit step function. Further, ym,1 and ym,2 represent received observations at the first and second

antennas, respectively. The Polarity Coincidence Array (PCA) is an extension of PCC for multiple

antenna systems. The decision statistic can be represented as [116]

Υ(y) =

N∑
m=1

{ K∑
k=1

sgn(ym,k)

}2

, (2.16)

where sgn(·) represents signum function, K represents total number of antennas at the CR terminal

with K > 1. Finally, the PCA detection scheme can be represented as

Υ(y)
H1

≷
Ho

Ψ, (2.17)

where Ψ is the detection threshold that can be obtained using the NP test.

2.6.2 Soft-Limiting Polarity Coincidence Array

The soft-limiting Polarity Coincidence Array (SL-PCA) has been proposed as an improved detection

scheme for a multiple antenna system for static PU. The decision statistic can be represented as [117]

Υ(y) =

N∑
m=1

{
K∑

k=1

FS(ym,k)

}2

, (2.18)

where soft limiting function FS(v) can be expressed as

FS(v) =


1, S < v

1
S v, −S ⩽ v ⩽ S

−1, v < −S,

(2.19)
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where S is the soft limiting factor with its range defined as 0 ≤ S < ∞. Finally, the SL-PCA detection

scheme can be represented as

Υ(y)
H1

≷
Ho

Ψ, (2.20)

where Ψ is the detection threshold obtained using the NP test. In the next section, we will present

spectrum sensing schemes where PU follows different behaviors, such as static and dynamic. Further,

different behaviors of noise, such as Gaussian and non-Gaussian are also explained.

2.7 Critical Analysis on State-of-the-Art Work

Many spectrum sensing schemes have been proposed in the literature where PU operates in different

modes, i.e, static and dynamic modes. Conventional spectrum sensing techniques presume that the

PU operates in static mode during the sensing period [118]. It signifies that the PU is either present

or absent during the period of sensing. The case of static PU is acceptable for slow fluctuation of PU

traffic, similar to television (TV) transmission [119]. However, in the case of rapid fluctuation of PU

traffic, as observed in cellular communication or WLAN, the scenario of dynamic PU is considered

[120]. In this case, during a prescribed sensing time interval, several times the PU becomes active and

inactive. Hence, the assumption of static PU may deteriorate the ROC performance.

On the other hand, several spectrum sensing schemes have been proposed with the assumption of

background noise as Gaussian [121–124]. However, in a real-time scenario, it may not be followed.

For example, a non-Gaussian noise is caused by a variety of sources, such as thunderstorms, lightning,

microwave oven emissions, etc [125]. Impulsive noise models, such as the symmetric alpha-stable

distribution noise, Middleton Class A noise, and Bernoulli-Gaussian noise are some of the examples

[126] of non-Gaussian noise models. The MAI in UWB communication systems has been investigated

and proven to be impractical to be modeled as AWGN [75]. In the time-hopped UWB communication

system, Laplacian noise is shown to be effective in modeling of the MAI. Spectrum sensing schemes

which have addressed the static behavior of the PU with non-Gaussian noise are presented in the

following section.

2.7.1 Static PU With Non-Gaussian Noise

Several spectrum sensing schemes have been proposed in the literature which considered the scenario of

static PU with non-Gaussian noise. Detection schemes such as Suprathreshold Stochastic Resonance

(SSR) assisted ED has been proposed in [127], where a non-linear technique has considered both

Fractional Higher Order Moment (FHOM) and Fractional Lower Order Moment (FLOM) in the

Laplacian noise. The PCA detector has been proposed where noise followed Generalized Gaussian

Distribution (GGD), known as Generalized Gaussian Noise (GGN). The PCA detector has considered

a multiple antenna system where the number of antennas at CR is greater than 2. Expressions of
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PD and PF were derived for Rayleigh fading and no fading channels. The SL-PCA detection scheme

has been introduced as an improvement over PCA detection scheme for a multiple antenna scenario.

Unlike the case of the PCA detector, the SL-PCA detector is valid for a minimum number of antennas

greater than or equal to 1.

The i-AVCD and AVCD have been proposed in the Laplacian noise environment. The CSS scheme

has been used to improve detection performance using a collaborative scenario of CRs. It has been

shown that the CSS based on Rao detector (CSS-Rao) outperformed the CSS based on conventional ED

(CSS-ED), where noise followed GGD [128]. The Maximum Generalized Correntropy (MGC) based

spectrum sensing has been discussed, where noise followed symmetric alpha-stable distribution [129].

The MGC reduced the negative effect of symmetric alpha-stable noise on the detection performance.

Further, the CSS scheme has been considered to improve detection performance.

The non-linear Kernel function has been proposed using the CSS scheme in [130], where both

higher order and lower order moments were considered in Laplacian noise. The CSS scheme applies

standard fusion schemes on the collective decisions received from the surrounding CRs. The majority

rule (ko out of Mo rule, where ko < Mo) has been used to analyze the performance in the Laplacian

noise environment [131]. In this case, the Rayleigh fading channel has been explored with ED as a

detection scheme. It was observed that the CSS: OR rule outperformed other CSS fusion schemes

at Ko = 3. On the contrary, in the case of AWGN, CSS: OR outperformed other fusion schemes

at Ko = 1. The Logarithmic Similarity Measure Detector (LSMD) based CSS scheme has been

proposed in [132], where the logarithmic similarity measure converted all logarithmic operations into

multiplicative operations in the environment of symmetric alpha-stable noise. In an impulsive noise

environment, large magnitudes of the received observations are due to the noise component itself. The

CSS scheme under bivariate isotropic symmetric alpha-stable noise has been proposed in [133], where

received observations with smaller magnitudes were selected via a non-linear selection scheme.

The CSS scheme has been analyzed with Mixed Gaussian Noise (MGN) in [134]. The MGN

noise is the summation of Gaussian noises with different mixing coefficients and variances. These

mixing coefficients add non-Gaussian behavior to the noise. The hyperbolic tangent based ED has

been proposed in [135]. In this detection scheme, the hyperbolic tangent function was explored

to suppress the impulsive noise by non-linear behavior. The Unilateral Left-Tail Anderson Darling

(ULAD) detector has been proposed in [136], where the Goodness-of-Fit (GoF) test was used in

Laplacian noise. The Generalized Energy Detection (GED) has been proposed in [137], where noise

followed McLeish distribution. These detection schemes have assumed static PU with non-Gaussian

noise. However, the assumption of static PU is valid for slow-moving traffic. In heavy traffic scenarios,

such as in densely populated industrial areas, the assumption of static PU no longer remains valid

[138–142]. Hence, in the following section, we present sensing schemes, where dynamic PU has been

considered under Gaussian noise.
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2.7.2 Dynamic PU with Gaussian Noise

Several spectrum sensing schemes have been proposed in the literature, where the dynamic behavior

of the PU is considered in an AWGN environment. The scenario of a single transition of PU during

the sensing period has been addressed in [143], where PU transits from one state to another state

only once. In this case, the random transitions of PU followed the Poisson distribution. This work

has been extended in [144] to multiple antenna scenarios. The Average Log LRT (ALLRT) has been

proposed in [145] with ED as a detection scheme. The performance of ALLRT has been improved

significantly over classical ED.

The case of two transitions of the PU has been proposed in [146] with an extension to three PU

transitions in [147] during the sensing period. The CuSum based ED scheme has been proposed

in [146, 147]. The case of multiple transitions of the PU has been presented in [148], where PU

changed its status multiple times. In this case, the spectrum sensing schemes were analyzed in terms

of throughput versus sensing period. It has been shown in [149] that multiple PU changes caused

significant degradation in the detection performance using ED. The random transition of the PU has

been analyzed in [150], where the transition followed Batch Bernoulli Process (BBP). Besides this,

Markovian evolution was followed for the vacant licensed band. The performance of the dynamic PU

under both the sensing period and transmission period has been discussed in [151]. The effect of

deep sensing has been proposed in [152], where flat-fading gains and locations of the PU were jointly

estimated at the same time. The Markov chain-based sensing has been proposed in [153], where the

on-off status of the PU was modeled using the Markov chain. The Partially observed Markov decision

process has been addressed in [154], where occupancies of the vacant licensed band followed Markovian

evolution. A Defense strategy based on the Markov chain has been proposed against an off-sensing

attack on the SU, where the zero-sum Markov game modeled the interaction between the attacker

and the SU [155]. Collaborative spectrum sensing based on hard and soft decision fusion schemes

has been proposed in [156], where hidden bivariate Markov chain estimation has been explored. The

Refined Metropolis-Hastings (RMH) algorithm has been proposed in [157], which worked similar to

Markov Chain Monte-Carlo (MCMC) way. In the next section, we will briefly present our research

work, where the dynamic behavior of the PU is considered in ALN.

2.8 Our research work: Dynamic PU with Non-Gaussian Noise

The performance of i-AVCD improves with Laplacian noise as compared to their performance with

Gaussian noise. Further, MAI is accurately modeled using Laplacian noise, and not AWGN. Apart

from this, i-AVCD scheme and its special cases, have not been analyzed for dynamic PU with MAI,

where MAI is modelled using Laplacian noise. Hence, in this thesis, we have assumed that background

noise follows Laplacian distribution in all the system models considered. A new coherent detection

scheme is proposed for the case of static PU in ALN and the closed-form expressions of PD and PF
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are derived. We present ROC for this new scheme and compare it with the MF detector and TD.

The proposed scheme outperforms both the schemes for P < 1, where P denotes the real and positive

exponent to which received observations at the CR terminal are raised. Apart from this, cooperative

sensing diversity is used and expressions of PD and PF have been derived.

The dynamic behavior of PU is assumed by taking one transition during the sensing interval. The

arrival and departure of the PU are modeled by the Poisson distribution. Then, two transitions of

PU are modeled using weighted samples, which are further based on CuSum for detection. Further,

multiple transitions are modeled using the two-state Markov chain. The effect of the Markov param-

eters on the detection performance has been analyzed. In this case, we use a non-coherent detection

scheme, i-AVCD and present the ROC.

The effect of higher order modulation scheme, such asM -QAM for the PU signal has been explained

in [158] for the case of static PU using ED and Moment based Detector (MD). The noise followed

McLeish distribution. The performance of detection schemes, such as ED and MD was compared for

M = 2 (BPSK) and M = 16 (16-QAM). It was shown using ROC that the BPSK outperformed 16-

QAM. However, the effect of Quadrature Phase Shift Keying (QPSK) and higher order modulation,

such as 64-QAM was not addressed. It motivated us to consider higher order modulation scheme,

such as M -QAM for the dynamic PU, instead of static PU. Here, we use a modified i-AVCD scheme.

We consider M with values 2, 4, 16, and 64 corresponding to BPSK, QPSK, 16-QAM, and 64-QAM.

In literature, the Rayleigh distributed channel attenuation has been presented in GGN for static PU

using the SL-PCA detection scheme. We present the modified i-AVCD for dynamic PU when channel

attenuation is modeled using Rayleigh distribution in ALN. In the next chapter, we will present our

first proposed coherent spectrum sensing scheme based on a Modified Correlation Detector in additive

Laplacian noise.

2.9 Conclusion

In this chapter, we discussed several state-of-the art spectrum sensing schemes available in the liter-

ature. Further, we also discussed the motivation of using Laplacian noise instead of AWGN. Apart

from this, the performance of sensing schemes for the case of static PU was discussed in non-Gaussian

noise environment. Static PU refers to the case where PU remains in a single state, i.e., either 0 or 1

within sensing period. Similarly, the performance of several spectrum sensing schemes was discussed

with dynamic PU in Gaussian noise. Dynamic PU refers to the case when PU may transit from ‘ON’

state to ‘OFF’ state and vice-versa in random fashion within sensing period. We conclude that Lapla-

cian noise proves to be a better fit to model MAI in discrete time model. The i-AVCD scheme with

Laplacian noise outperforms its performance with Gaussian noise. Further, we also conclude that the

research gap exists for the scenario of dynamic PU in non-Gaussian noise such as ALN. Hence, our

research focuses to fill-up this knowledge gap and to evaluate and analyze the performance of i-AVCD

scheme and its special cases in dynamic PU environment.
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Chapter 3

Spectrum Sensing Using Modified

Correlation Detector in ALN

In this chapter, a Modified Correlation Detector (MCD) based spectrum sensing scheme has been

proposed assuming additive Laplacian noise. In the proposed modified detector, the received signal at

the cognitive terminal is correlated with the BPSK modulated PU signal. Then, the received signal

is raised to an arbitrary exponent P , whose value ranges from 0 to 2, i.e, 0 < P ≤ 2. The Matched

Filter (MF) detector is a special case of MCD detector at P = 1. Considering the proposed detection

scheme, the analytical expressions of detection probability and false alarm probability have been

derived. Performance of the proposed MCD scheme has been presented using ROC and detection

probability versus average SNR. Further, the optimum value of P for different values of average

SNR and false alarm probability has been obtained using simulations. The analytical expressions are

validated by comparing the results with simulation results. Finally, the chapter ends with a brief

conclusion.

3.1 Introduction

A correlation detector is a form of coherent detector, where the received signal at SU is correlated with

the known sequence of the PU signal [159]. This detector can be used if the SU has prior knowledge

about numerous attributes of the physical implementation and structure of the PU [160]. The MF

detector is a linear correlation detector, where decision statistic is formed using cross-correlation

between the known sequence of the PU and the signal that is received at the cognitive terminal [161].

The detector confirms the presence of the PU whenever a true correlation peak arises, else it claims

an empty band [162]. Unlike in the case of Gaussian noise, the performance of linear MF detector

in non-Gaussian noise is poor as compared to the performance of another linear correlation detector

available in the literature such as TD [87]. The TD is a form of linear correlation detector that
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has been proposed in non-Gaussian noises such as Generalized Gaussian noise (GGN) and Gaussian

Mixture Noise (GMN) [87,163]. The TD outperformed MF detector for a wide range of parameters of

GGN and GMN [87,163]. It has been shown that for κo ∈ [0.42, 1], the TD outperformed MF detector

while for κo < 0.42, the MF detector outperformed TD [163]. The κo in GGN is known as the shape

parameter. It is to be noted here that Laplacian noise is a special case of GGN at κo = 1.

In this chapter, we present a modified version of a general correlation detector known as MCD.

In the MCD scheme, the PU signal is corrupted with ALN. The received signal then correlates with

the known PU signal at the cognitive terminal. Finally, it is raised to a real and positive exponent P

with 0 < P ≤ 2. Raising the received signal to an exponent P gives non-linearity to the detector with

the condition P ̸= 1. At P = 1, the proposed detector behaves as the MF detector which is linear in

nature. The closed-form expressions of PD and PF for the proposed detector have been derived. The

impact of P on detection probability has been shown using simulations. The optimum P for different

values of average SNR and PF has been obtained using simulations. The proposed detector shows

improved performance over detectors such as MF detector and TD for P < 1. Nevertheless, similar

to TD, the proposed scheme serves as a unique method to improve the detection performance of the

MF detector.

The rest of the chapter is presented as follows. The system model for the MCD scheme is presented

in Section 3.2. Section 3.3 presents the performance analysis of the MCD scheme. In this section, the

MF detection scheme, which is a specific case of MCD at P = 1, is also discussed. Finally, results are

presented in Section 3.4 before a brief conclusion of our work in Section 3.5.

3.2 System Model

Let y = [y1, y2, . . . , yN ] be a vector of N observations of the PU received at the cognitive terminal,

where N ≥ 1. It has been assumed that all the received observations are real, Independent and

Identically Distributed (iid). Each received observation ym can be represented as

Ho : ym = nm;

H1 : ym =
√
γsm + nm, (3.1)

where m = 1, 2, . . . , N . The Ho denotes the null hypothesis, i.e., PU is not present and H1 de-

notes the alternate hypothesis when PU is present. The γ denotes the average SNR, where γ =

(1/N)
N∑

m=1
s2m/2κ2. The sm ∈ {−1, 1} denotes the BPSK PU signal similar to [97]. The nm ∼ L(0, κ),

i.e., Laplacian distribution with mean 0 and variance 2κ2, and its PDF can be expressed as [97]

fn (v) =
1

2κ
exp

(
−|v|

κ

)
. (3.2)
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The proposed MCD scheme can be represented as

Υ(y) =

N∑
m=1

(√
γsmym

)P H1

≷
Ho

Ψ, (3.3)

where Υ(y) is the decision statistic which is obtained by assuming that the SU knows information

about the PU, Ψ is the detection threshold which is obtained using the NP test. The received sample

ym at the SU is correlated with the PU signal sm and average SNR γ, assuming the two are known at

the SU. Finally, it is raised to P with 0 < P ≤ 2, where P = 1 corresponds to the general correlation

detector which is linear in nature. The impact of P on the performance of the proposed detection

scheme has been discussed in the results section. In the next section, we will present the performance

analysis of the proposed MCD scheme.

3.3 Performance Analysis

In this section, closed-form expressions of PD and PF have been derived. For large N , especially

when N ≥ 30, the distribution of decision statistic Υ(y) can be well-approximated as Gaussian using

Central Limit Theorem (CLT) [63], [116], [158]. Therefore,

Ho : Υ(y) ∼ N
(
µo, σ

2
o

)
,

H1 : Υ(y) ∼ N
(
µ1, σ

2
1

)
, (3.4)

where µo and µ1 denote the mean under hypothesesHo andH1, respectively, whereas σ
2
o and σ2

1 denote

the respective variance under the two hypotheses. The main contribution of CLT is to approximate the

distribution of the decision statistic Υ(y), where random variables present in Υ(y) are iids. The PD

and PF are detection probability and false alarm probability, respectively, which can be represented

as

PD = Prob

{
Υ(y) > Ψ|H1

}
,

PF = Prob

{
Υ(y) > Ψ|Ho

}
. (3.5)

Under Ho, Υ(y) can be represented as

Υ(y) =

N∑
m=1

{
√
γsmym

}P

=

N∑
m=1

{
√
γsmnm

}P

=

N∑
m=1

wP
m, (3.6)
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where wm =
√
γsmnm.

The PDF of wm can be derived and expressed as [164]

fwm

(
x) =

1

2κ
√
γ
exp

(
−
∣∣x∣∣
κ
√
γ

)
. (3.7)

As w1, w2, . . . , wN are iid, µo can be expressed as

µo = E

{
N∑

m=1

wP
m

}
= N × E

[
wP

1

]
, (3.8)

where E[·] is the mean operator. Similarly, variance σ2
o can be expressed as

σ2
o = N × var

[
wP

1

]
, (3.9)

where var[·] is the variance operator. The mean E
[
wP

1

]
can be expressed as

E
[
wP

1

]
=

κP

2
√
γ

{(
− 1
)P

Γ
(
P + 1

)(√
γ
)P+1

+ Γ
(
P + 1

)(√
γ
)P+1

}

=
κP

2
√
γ

{
Γ
(
P + 1

)(√
γ
)P+1

{
1 +

(
− 1
)P}}

, (3.10)

where Γ (v) =
∫ +∞
0

e−ttv−1dt [77]. Similarly, variance var
[
wP

1

]
can be expressed as

var
[
wP

1

]
= E

[
w2P

1

]
− E2

[
wP

1

]
=

κ2P

2
√
γ

{
Γ
(
2P + 1

)(√
γ
)2P+1(− 1

)2P
+ Γ

(
2P + 1

)(√
γ
)2P+1

}

− κ2P

4γ

{
Γ
(
P + 1

)(√
γ
)P+1

{
1 +

(
− 1
)P}}2

=
κ2P

2
√
γ

{
Γ
(
2P + 1

)(√
γ
)2P+1

{
1 +

(
− 1
)2P}}− κ2P

4γ

{
Γ
(
P + 1

)(√
γ
)P+1

{
1 +

(
− 1
)P}}2

.

(3.11)

The proofs of E
[
wP

1

]
and var

[
wP

1

]
are given in Appendix I.1 and Appendix I.2, respectively. Using

(3.8) and (3.9), the µo can be expressed as

µo =
NκP

2
√
γ

{
Γ
(
P + 1

)(√
γ
)P+1

}{
1 +

(
− 1
)P}

(3.12)
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and σ2
o can be expressed as

σ2
o =

Nκ2P

2
√
γ

{
Γ
(
2P + 1

)(√
γ
)2P+1

{
1 +

(
− 1
)2P}}− Nκ2P

4γ

{
Γ
(
P + 1

)(√
γ
)P+1

{
1 +

(
− 1
)P}}2

.

(3.13)

Finally, using CLT, the final expression of PF can be represented as

PF = Prob

{
Υ(y) > Ψ|Ho

}
= Q

(
Ψ− µo

σo

)
, (3.14)

where Q(·) represents the Q-function which can be mathematically expressed as

Q(v) =
1√
2π

∫ +∞

v

exp

(
− t2

2

)
dt.

Similarly, under hypothesis H1, Υ(y) can be represented as

Υ(y) =

N∑
m=1

{
γs2m +

√
γnmsm

}P

=

N∑
m=1

{
αo +

√
αonm

}P

=

N∑
m=1

uP
m, (3.15)

where αo = γs2m, um =
(
αo +

√
αonm

)
.

The PDF of um can be derived as

fum

(
x
)
=

1

2κ
√
αo

exp

(
−
∣∣x− αo

∣∣
κ
√
αo

)
. (3.16)

As u1, u2, . . . , uN are iid, µ1 can be expressed as

µ1 = E

{
N∑

m=1

uP
m

}
= N × E

[
uP
1

]
. (3.17)

Similarly, variance σ2
1 can be represented as

σ2
1 = N × var

[
uP
1

]
. (3.18)
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The mean E
[
uP
1

]
and variance var

[
uP
1

]
can be expressed as

E
[
uP
1

]
=

1

2κ
√
αo

{
aP+1
o Γ

(
P + 1

){
exp

(
αo

co

)
+
(
− 1
)P

exp

(
− αo

co

)}}

=
cPo
2

{
Γ
(
P + 1

){
exp

(
αo

co

)
+
(
− 1
)P

exp

(
− αo

ao

)}}
,

var
[
uP
1

]
=

1

2κ
√
αo

{
a2P+1
o Γ

(
2P + 1

){
exp

(
αo

co

)
+
(
− 1
)2P

exp

(
− αo

co

)}}
(3.19)

− 1

4κ2αo

{
aP+1
o Γ

(
P + 1

){
exp

(
αo

co

)
+
(
− 1
)P

exp

(
− αo

a

)}}2

=
c2Po
2

{
Γ
(
2P + 1

){
exp

αo

co
+
(
− 1
)2P

exp

(
− αo

co

)}}

−c2Po
4

{
Γ
(
P + 1

){
exp

(
αo

co

)
+
(
− 1
)P

exp

(
− αo

co

)}}2

, (3.20)

where co = κ
√
αo. The proofs of E

[
uP
1

]
and var

[
uP
1

]
are given in Appendix I.3 and Appendix I.4,

respectively. The µ1 and σ2
1 can be derived as

µ1 =
NcPo
2

{
Γ
(
P + 1

){
exp

(
αo

a

)
+
(
− 1
)P

exp

(
− αo

co

)}}
(3.21)

and σ2
1 can be derived as

σ2
1 =

Nc2Po
2

{
Γ
(
2P + 1

){
exp

(
αo

co

)
+
(
− 1
)2P

exp

(
− αo

co

)}}

−Nc2Po
4

{
Γ
(
P + 1

){
exp

(
αo

co

)
+
(
− 1
)P

exp

(
− αo

co

)}}2

. (3.22)

Now, CLT is invoked to get final expression of detection probability as

PD = Prob

{
Υ(y) > Ψ|H1

}
= Q

(
Ψ− µ1

σ1

)
. (3.23)

The sum of PF and missed detection probability PM yields the overall total error probability Perror

as

Perror = PF + PM , (3.24)

where PM = 1−PD. Now, optimum value of P , i.e., Po is determined so that Perror is minimum. The

optimum value of P can be obtained analytically by differentiating the above expression with respect

to P as

Po = argmin
P

(Perror) = argmin
P

(PF + PM ) . (3.25)
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Po can be obtained by solving ∂Perror

∂P = 0. However, the solution to this equation is stubborn, therefore

an alternative option of simulations has been used. The optimum P varies with PF as well as average

SNR. Hence, to get optimum P using simulations, we plot a graph between Perror and P , keeping γ

constant for the first time and then, keeping PF constant for the second time. Then the minimum

value of Perror obtained in the graph is regarded as the minimum error probability and this value of

P for which minimum Perror is obtained, is denoted as Po.

3.4 Simulation Results

In this section, we present the performance of the proposed MCD scheme with ROC. We also present

PD versus average SNR for the proposed scheme. Further, total error probability and optimum P

have been obtained using simulations for different values of average SNR and PF . For simplicity, the

value of κ is assumed to be 1 in simulations. Table 3.1 shows simulation parameters which have been

used to obtain Figure 3.1.

Table 3.1: Simulation Parameters for Figure 3.1

Parameters Values
Number of iterations 10000
PF 0.01 : 0.05 : 1
N 30
γ −8 dB
κ 1
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Figure 3.1: ROC for MCD scheme at γ = −8 dB and N = 30, highlighting the individual effect of
exponent P on PD and PF .

To obtain optimum P using simulations, Perror is calculated as the sum of PF and PM . Then, the

result is plotted with respect to different values of P , keeping γ fixed for one time and then, keeping

PF fixed for the second time. The value of P at which Perror shows minimum value, gives optimum
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P . The optimum P and corresponding Perror for MCD scheme at γ = −8, −10 and −11 dB have

been presented in Table 3.2. Further, PF is assumed as 0.01. The N is assumed to be 30. At γ= −8,

−10 and −11 dB, the respective values of Perror are 0.074, 0.1586 and 0.2648, and the corresponding

values of optimum P are obtained as 0.684, 0.642 and 0.602. It can be observed that as average SNR

increases, optimum P increases and Perror decreases.
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Figure 3.2: ROC (expanded view) for MCD scheme with P = 0.2, 0.5 and 0.684 at γ = −8 dB over a
specified PF range (0.316 ≤ PF ≤ 0.3785).

Similarly, as average SNR increases, a reverse trend is observed, i.e., optimum P increases and

Perror decreases.

Further, optimum P at PF = 0.01, 0.05 and 0.1 have been presented keeping γ fixed at −8 dB.

Here also, N is assumed as 30.

Table 3.2: The Po and Perror for MCD with varying γ and PF at N = 30.

PF = 0.01
γ ( in dB ) γ = −8 γ = −10 γ = −11
Po 0.684 0.642 0.602
Perror 0.074 0.1586 0.2648

γ = −8 dB
PF PF = 0.01 PF = 0.05 PF = 0.1
Po 0.684 0.683 0.680
Perror 0.074 0.062 0.005

At PF= 0.01, 0.05 and 0.1, the respective values of Perror are found to be 0.074, 0.062 and 0.005,

and the corresponding values of optimum P are obtained as 0.684, 0.683 and 0.680. It can be observed

that as PF increases, optimum P and Perror decreases.

Figure 3.1 shows ROC for the MCD scheme at P = 0.2, 0.684, 1 and 1.2. The γ is assumed

as −8 dB and N = 30. It can be seen that the PD improves as P reduces from 1.2 to 0.2. At an

arbitrary value of PF = 0.1, the PD at P = 0.2 and 0.5 are 0.776 and 0.7735, respectively. Similarly,

at P = 0.684, 1 and 1.2, respective values of PD are 0.7723, 0.7028 and 0.6138. It can be seen that
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Figure 3.3: PD vs. γ for MCD scheme with different values of P at PF = 0.01 and N = 30.

the performance of the proposed scheme improves marginally if P is decreased below 0.684. Hence,

this value of P is denoted as optimum P at γ = −8 dB. At P = 1, the MCD is reduced to the

conventional MF detector which is a general correlation detector. Thus, the proposed detector at

P < 1 outperformed the conventional detectors such as MF detector and TD. In this figure, analytical

results have been presented along with simulation results. It can be seen that there is a close match

between the two.

Figure 3.2 presents the expanded monochrome view of Figure 3.1 over a range of PF from 0.316 to

0.3785. The γ is assumed as −8 dB and N is assumed to be 30. At an arbitrary value of PF = 0.36,

the values of PD at P = 0.684, 0.5 and 0.2 are 0.9543 and 0.956 and 0.958, respectively. It can be

observed that as P increases, PD decreases and vice versa. It can also be observed that there is a

negligible increase of PD beyond P = 0.684. Hence, this value of P is optimum, at the corresponding

value of average SNR.

Figure 3.3 shows PD versus average SNR for the MCD scheme. The assumed values of P are

0.684, 1 and 1.2 over a range of γ from −20 dB to 10 dB. The N is assumed to be 30. Further, PF

is assumed as 0.01. At an arbitrary SNR of −10 dB, the values of PD at P = 0.684, 1 and 1.2 are

0.2284, 0.1693 and 0.1224, respectively. Similarly, at a high SNR of −2 dB, respective values of PD at

P = 0.684, 1 and 1.2 are 0.948, 0.891 and 0.7737. Thus, it is observed that as P increases, PD reduces

and performance decreases. The proposed detector outperforms conventional MF detector at P < 1.

At P > 1, the MF detector outperforms the proposed detector. Finally, simulation results have been

presented with the analytical counterparts. It can be observed that both match closely.

3.5 Conclusion

In this chapter, a spectrum sensing scheme based on MCD was proposed in additive Laplacian noise

environment. The expressions of PD and PF for the MCD scheme were derived. The analytical results
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were presented using ROC for different values of the parameter P . We also presented simulation results

and found a close match with their analytical counterparts. The optimum P was found corresponding

to different values of average SNR and PF . Finally, a special case of the proposed scheme was presented

by assuming P = 1, i.e., conventional correlation detector and compared it with the case available in

the literature. We conclude that the detection performance improves if the value of P reduces below

1. However, below a certain value of P , there was no substantial improvement in the performance.

We called it optimum P . In the next chapter, we will present a collaborative spectrum sensing scheme

known as the CSS scheme where MCD is used as a localized detection scheme.
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Chapter 4

Cooperative Spectrum Sensing

Based on MCD in ALN

This chapter presents Cooperative Spectrum Sensing (CSS) scheme based on the Modified Correlation

Detector (MCD) as a localized detection scheme in additive Laplacian noise environment. Using MCD

and MF detectors at the cognitive terminal, all the hard decisions are forwarded to the fusion center

(FC). Then, they are combined according to standard fusion rules of the CSS scheme. Subsequently,

the FC decides the presence of the PU. The closed-form expressions of detection probability and false

alarm probability have been derived and results are presented using ROC. The analytical results are

corroborated using a close match between simulation results and analytical findings. Finally, the

chapter ends with a brief conclusion.

4.1 Introduction

During spectrum sensing, CR frequently suffers from a well-known HPUN problem [165]. In this case,

under the strong effect of shadowing and multipath fading, CR causes undesirable interference to the

PU receiver, instead of accurately detecting the PU transmitter [166]. The CSS mitigates the Hidden

Primary User Node (HPUN) problem by using multiple CRs, thus achieving diversity gain [167–169].

In CSS, Mo CRs exist which receive the PU signal via sensing channel. Out of these Mo CRs, at least

ko CRs infer the presence of the PU. They perform localized detection using some detection schemes

to produce local hard decisions in the form of ‘0’ and ‘1’. The hard decisions are sent to the FC via

reporting channel where they are fused using standard fusion schemes available in the literature such

as CSS: OR, CSS: AND, and CSS: majority. Finally, the FC decides the availability of the PU. The

majority rule (ko out of Mo rule, where ko < Mo) has been used to analyze the CSS scheme in the

Laplacian noise environment with static behavior of PU [131]. It has been shown that CSS based on

Rao detector (CSS-Rao) outperformed CSS based on conventional ED (CSS-ED) in the noise modeled
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using GGD [128].

This chapter presents the CSS scheme based on MCD in additive Laplacian noise environment.

Each Mo CR uses MCD as a localized detection scheme to produce a local hard decision. All the

single-bit hard decisions from the CRs are communicated to the FC, where they are fused together

using standard CSS fusion schemes. Finally, FC delivers its decision on the presence or absence of

the PU. The expressions of detection probability and false alarm probability have been derived at the

FC. Besides this, the optimum P is also obtained for several values of average SNR and PF using

simulations.

The rest of the chapter is presented in the following manner. The system model for the CSS scheme

is presented in Section 4.2. Section 4.3 presents the performance analysis of CSS scheme using MCD

as a localized detection scheme. Further, this section also presents the MF detection scheme. Finally,

results are presented in Section 4.4 before presenting a brief conclusion in Section 4.5.

4.2 System Model

Let y = [y1, y2, . . . , yN ] be an array of N observations of PU signal received at the cognitive terminal.

Each received observation ym at the cognitive terminal can be represented as

Ho : ym = nm;

H1 : ym =
√
γsm + nm, (4.1)

where m = 1, 2, . . . , N . Here, Ho denotes the null hypothesis. In this case, no presence of PU

is detected. Similarly, H1 denotes the alternate hypothesis. It signifies the case when PU signal is

present. The γ indicates the average SNR. The BPSK modulated PU signal is denoted as sm where

sm ∈ {−1, 1}. The nm stands for the Laplacian noise with a mean equal to 0 and variance equal to

2κ2, i.e., nm ∼ L(0, κ). It is assumed that all the received observations at the cognitive terminal are

iid.

With reference to Chapter 3, the MCD detection scheme can be represented as

Υ(y) =

N∑
m=1

(√
γsmym

)P H1

≷
Ho

Ψ, (4.2)

where Υ(y) is the decision statistic, assuming that the SU has information about PU a priori and

Ψ is the detection threshold. The NP test is used to obtain the detection threshold. The received

symbol ym at the cognitive terminal is correlated with the PU signal sm. Finally, they are raised to the

exponent P with 0 < P ≤ 2. In addition to this, a collaborative scenario is considered where Mo CRs

are available out of which ko CRs are active. Each Mo CR uses MCD as its localized detection scheme

to detect the PU signal. The localized hard decisions based on MCD, are individually communicated

to the FC via reporting channel. Subsequently, the FC uses CSS: OR, CSS: AND, and CSS: majority
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fusion schemes on the received decisions to make a final decision on the availability of the PU.

4.3 Performance Analysis

In this section, closed-form expressions of PD and PF at the FC are presented. In CSS, it is assumed

that the surrounding CRs use MCD as a localized detection scheme to obtain local hard decisions

about the presence or absence of the PU. All the Single-bit hard decisions from each Mo CR are

combined at the centralized FC according to the decision rule expressed as

U =

Mo∑
l=1

Ul

H1

≷
Ho

ko, (4.3)

where Ul is the hard decision from each Mo CR. Finally, at the FC, PF and PD at the cognitive

terminal can be expressed as [109]

PF =

Mo∑
l=ko

Mo

l

Ql
f (1−Qf )

Mo−l,

PD =

Mo∑
l=ko

Mo

l

Ql
d(1−Qd)

Mo−l, (4.4)

where Qf and Qd denote the false alarm probability and detection probability, respectively, using

MCD as a localized detection scheme at each Mo CR. Here, ko = 1 represents CSS: OR rule, while

ko = Mo indicates CSS: AND rule and ko < Mo signifies CSS: majority rule. The localized detection

probability Qd at each Mo CR can be expressed as

Qd = Prob

{
Υ(y) > Ψ|H1

}
= Q

(
Ψ− µ1

σ1

)
. (4.5)

Similarly, the localized false alarm probability Qf at each Mo CR can be expressed as

Qf = Prob

{
Υ(y) > Ψ|Ho

}
= Q

(
Ψ− µo

σo

)
, (4.6)

where µo and µ1 denote the mean under hypotheses Ho and H1, respectively. Similarly, σ2
o and

σ2
1 denote the respective variance under hypotheses Ho and H1. The expressions of µo and σ2

o are

evaluated in (3.12) and (3.13), which can be expressed as

µo =
NκP

2
√
γ

{
Γ
(
P + 1

)(√
γ
)P+1

}{
1 +

(
− 1
)P}

,

σ2
o =

Nκ2P

2
√
γ

{
Γ
(
2P + 1

)(√
γ
)2P+1

{
1 +

(
− 1
)2P}}− Nκ2P

4γ

{
Γ
(
P + 1

)(√
γ
)P+1

{
1 +

(
− 1
)P}}2

.

(4.7)
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Similarly, the expressions of µ1 and σ2
1 have been derived in (3.21) and (3.22), which can be expressed

as

µ1 =
NcPo
2

{
Γ
(
P + 1

){
exp

(
αo

a

)
+
(
− 1
)P

exp

(
− αo

co

)}}
,

σ2
1 =

Nc2Po
2

{
Γ
(
2P + 1

){
exp

(
αo

co

)
+
(
− 1
)2P

exp

(
− αo

co

)}}

−Nc2Po
4

{
Γ
(
P + 1

){
exp

(
αo

co

)
+
(
− 1
)P

exp

(
− αo

co

)}}2

. (4.8)

Finally, PD and PF at the FC can be derived by substituting the values of Qd and Qf in (4.4).

Unless specified otherwise, reporting channel is assumed to be perfect. Besides this, a case of imperfect

reporting channel is also considered withMo cooperative CRs. In this case, the CSS: OR fusion scheme

is assumed at the FC, to make decisions about the presence of the PU. The PF can be expressed

as [105]

PF = 1−
{
(1−Qf )(1− ρ) + ρQf

}Mo

. (4.9)

Similarly, the PD can be expressed as

PD = 1−
{
Qm(1− ρ) + ρ(1−Qm)

}Mo

, (4.10)

where Qm = 1−Qd, is the missed detection probability at each of the Mo CRs. Here, ρ is the error

probability of receiving hard decisions from CRs at the FC with its range between 0 and 1.

The optimum P , denoted as Po can be derived in a similar way as described in Chapter 3 as

Po = argmin
P

(Perror) = argmin
P

(PF + PM ) , (4.11)

where Perror is the total error probability and PM is the missed detection probability at the FC. The

value of P , where Perror shows minimum value gives optimum P . The optimum P with varying γ

(constant PF ) and with varying PF (constant γ) has been shown in Table 4.1.

4.4 Simulation Results

In this section, the performance of the CSS at the FC has been presented using different fusion schemes

in additive Laplacian noise environment. Here, it is assumed that Mo CRs use detection schemes such

as MCD and MF to get localized hard decisions on the availability of the PU.

Finally, the fusion rules are applied to the received observations at the FC. The CSS fusion schemes

based on the localized detection schemes such as MCD and MF at the Mo CRs have been compared

with conventional schemes. The conventional schemes refer to the MCD and MF detection schemes
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Figure 4.1: ROC for CSS: OR fusion scheme and conventional schemes at γ = −8 dB and N = 30.
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Figure 4.2: PD vs. γ for CSS: OR and CSS: majority fusion schemes and conventional schemes at
N = 30 and PF = 0.1.

in a non-cooperative scenario. It means that, in conventional schemes, there exists a single cognitive

terminal that uses MCD and MF as detection schemes to give final judgment on the availability of

the PU. The performance is shown in terms of the ROC and PD versus the average SNR. Further,

the optimum P for CSS: OR fusion scheme has been obtained for different values of γ and PF using

simulations, as shown in Table 4.1. At fixed PF of 0.1, the optimum values of P for conventional

MCD scheme are 0.680, 0.642 and 0.602 at γ = −8, −10, and −11 dB, respectively. The values of

optimum P are increased marginally for CSS scheme based on MCD, where at γ = −8, −10, and −11

dB, the respective optimum values of P stand at 0.689, 0.656 and 0.628. Similarly, at fixed γ of −8

dB, the optimum values of P for conventional MCD scheme are 0.684, 0.683 and 0.680 at PF = 0.01,

0.05, and 0.1, respectively. The values of optimum P are increased marginally for the CSS scheme

based on MCD, where at PF = 0.01, 0.05, and 0.1 dB, the respective optimum values of P stand at

0.695, 0.692 and 0.689.
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Figure 4.3: PD vs. γ for CSS: OR fusion scheme and conventional schemes at N = 30 and PF = 0.1.
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Figure 4.4: PD vs. γ for the CSS: majority fusion scheme and conventional schemes at N = 30 and
PF = 0.1.

Further, the performance of the CSS scheme is also presented when reporting channel is imperfect.

The κ is assumed to be 1 in simulations. For the plot of PD versus γ, PF is assumed as 0.1. For MF

detection scheme, P is assumed to be 1. Further, it is assumed that P is equal to 0.689 (optimum P )

for CSS: OR scheme based on MCD at γ = −8 dB.

Figure 4.1 shows the ROC for CSS: OR fusion scheme and conventional detection schemes such

as MCD and MF. The optimum value of P is obtained as 0.689 at γ = −8 dB. The N is assumed

to be 30. The values of PD at γ = −8 dB and PF = 0.1 for conventional MCD and MF detection

schemes are 0.7489 and 0.6901, respectively. With CSS: OR fusion scheme based on MCD and MF,

the values of PD are improved to 0.9852 and 0.9705, respectively. It is observed that the CSS: OR

fusion scheme outperforms conventional detection schemes. Apart from this, it is also observed that

there exists a close match between analysis and simulations for CSS: OR scheme.

Figure 4.2 shows PD versus average SNR for CSS: OR and CSS: majority fusion schemes. The
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Table 4.1: The optimum P for CSS: OR fusion scheme with varying γ and PF at N = 30.

PF = 0.1
γ ( in dB ) γ = −8 γ = −10 γ = −11
MCD 0.680 0.642 0.602
CSS-MCD 0.689 0.656 0.628

γ = −8 dB
PF PF = 0.01 PF = 0.05 PF = 0.1
MCD 0.684 0.683 0.680
CSS-MCD 0.695 0.692 0.689

MCD, MF and correlated SL-PCA have been used as localized detection schemes at the Mo CRs over

−20 ≤ γ ≤ 10 dB. In correlated SL-PCA, the received observations at the cognitive terminal are

first correlated with the known PU sequence. Then, the existing SL-PCA scheme [117] is used as a

localized detection scheme over the received observations. It is assumed that ko = 2 and Mo = 3 for

CSS: majority fusion scheme. The N is assumed to be 30. The soft-limiting parameter S in SL-PCA

scheme is assumed as 0.2. The values of PD at γ = −8 dB and PF = 0.1 for conventional MCD and

MF detection schemes are 0.7489 and 0.6901, respectively. With CSS: majority fusion scheme based

on MCD and MF, the values of PD are improved to 0.8387 and 0.7714, respectively. It is also observed

that the performance of the CSS: OR and CSS: majority fusion schemes based on MCD and MF at

the Mo CRs improves over CSS with correlated SL-PCA detection scheme.

Figure 4.3 shows PD versus average SNR for CSS: OR fusion scheme and conventional schemes

over −20 ≤ γ ≤ 10 dB. The N is assumed to be 30 and PF = 0.1. It is clear that CSS: OR fusion

scheme based on MCD and MF detectors outperforms conventional schemes.

−20 −15 −10 −5 0 5 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Average SNR (γ)

D
e

te
ct

io
n

 P
ro

b
a

b
ili

ty
 (

P
D

)

 

 

conventional (MCD)

conventional (MF)

CSS: AND (MCD)

CSS: AND (MF)

Figure 4.5: PD vs. γ for CSS: AND fusion scheme and conventional schemes at N = 30 and PF = 0.1.

Figure 4.4 shows PD versus average SNR for CSS: majority fusion scheme and conventional schemes

over−20 ≤ γ ≤ 10 dB. It is assumed that ko = 2 and Mo = 3 for this scheme. The N is assumed

to be 30. It can be seen that the CSS: majority fusion scheme outperforms conventional detection

schemes such as MCD and MF over a fixed range of γ. It is to be noted that, there exists a cross-
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Figure 4.6: ROC for CSS: OR fusion scheme over imperfect reporting channel with varying ρ at
N = 30, γ = −10 dB.

over point where the CSS: majority fusion scheme crosses its conventional counterparts. Beyond this

cross-over point, CSS: majority fusion scheme outperforms its conventional counterparts. Below the

cross-over point, conventional detection schemes perform better. The cross-over points in the case of

CSS majority fusion scheme using localized MCD and MF detection schemes are at γ = −12 dB and

−11 dB, respectively.

Figure 4.5 shows PD versus average SNR for CSS: AND fusion scheme and conventional schemes

over −20 ≤ γ ≤ 10 dB. The values of PD at γ = −8 dB and PF = 0.1 for conventional MCD and

MF detection schemes are 0.7489 and 0.6901, respectively. With CSS: AND fusion scheme based

on localized MCD and MF detection schemes, the values of PD are decreased to 0.4253 and 0.3297,

respectively. Thus, in this case, conventional schemes outperform CSS: AND fusion scheme.

Figure 4.6 shows ROC comparison of CSS: OR fusion scheme based on localized detection schemes

such as MCD and MF over imperfect reporting channel with an error probability ρ. The range of

ρ varies from 0 to 1. The γ is assumed to be −10 dB. It is quite clear that at ρ = 0, the ROC

exactly coincides with the perfect reporting channel. The values of PD at ρ = 0 and 0.25 are 0.9561

and 0.9167, respectively which further decrease to 0.892 and 0 at ρ = 0.4 and 1, respectively. As ρ

increases, error probability in the reporting channel increases, hence the performance degrades.

4.5 Conclusion

In this chapter, the CSS fusion schemes were presented in additive Laplacian noise environment.

Each ko CR out of Mo CRs used MCD and its special case MF as its localized detection schemes.

All single-bit hard decisions from each ko CR were fused together at the FC according to different

fusion schemes to deliver the final judgment on the presence of the PU. The analytical results of

CSS: OR scheme were presented with a close match with their simulation counterparts. The CSS

38



fusion schemes (‘OR’ and ‘majority’ schemes) which used localized detection schemes such as MCD

and MF were compared with conventional detection schemes. The results were presented in terms of

ROC and PD versus average SNR. Besides this, optimum P for different values of PF and γ was also

obtained using simulations. It is concluded that over −20 ≤ γ ≤ 10 dB, the detection performance of

the conventional schemes was improved using CSS: OR fusion scheme. It is also concluded that the

performance of conventional schemes was improved using the CSS: majority fusion scheme, only for a

specified range of γ which is −12 dB and −11 dB using MCD and MF detectors, respectively. Further,

it is concluded that the CSS: AND fusion scheme could not improve the detection performance of

conventional schemes. Hence, the CSS: AND fusion scheme is found to be an inefficient scheme, unlike

the case of Gaussian noise, where CSS: AND fusion scheme improves the detection performance. Till

now, we have presented the case of static PU with the prior availability of information on PU at

the CR. In a practical scenario, neither PU can be always static nor information about the PU is

always available at the CR. Hence, in the next chapter, we will present the case of dynamic PU

with one transition point within the sensing period. The PU is assumed to be unknown. Further, a

non-coherent spectrum sensing scheme is presented in ALN environment.
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Chapter 5

Spectrum Sensing Based on

Dynamic PU With One Transition

in ALN

In this chapter, spectrum sensing schemes with dynamic and unknown PU are presented in the envi-

ronment of additive Laplacian noise. It means that the PU may not be present or absent during the

whole sensing period. A scenario of one transition of the PU is assumed within the sensing time inter-

val, where PU arrives or departs randomly. Further, the random transitions (arrival and departure) of

the PU follow the Poisson distribution. The considered detection scheme is improved Absolute Value

Cumulation Detection (i-AVCD), with Absolute Value Cumulation Detection (AVCD) and Energy

Detection (ED) as its special cases. These schemes are used with dynamic parameters such as the

arrival rate and departure rate of the PU. The performance is presented with ROC and PD versus

average SNR using simulations. The chapter finally ends with a brief conclusion.

5.1 Introduction

A majority of the conventional spectrum sensing schemes assumed the static behavior of the PU

during the sensing period. It means that the PU remains active or inactive throughout the whole

sensing period [170–172]. In this scenario, it is a simple binary hypothesis testing problem, in which

the assumed static model of the PU is valid for a slow variation in PU traffic. However, when PU

traffic varies fast or in other words, PU follows dynamic behavior as in cellular communication or

Wireless LAN, the performance of these conventional schemes degrades. The dynamic behavior of

the PU is characterized by single or multiple transitions within the sensing period. The case of single

transition has been proposed in [143]. Spectrum sensing based on two transitions of the PU has been

proposed in [146]. The case of multiple transitions of the PU based on different applications of the
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Markov chain has been presented in [153–157].

In this chapter, the dynamic behavior of the PU in additive Laplacian noise is presented. The

i-AVCD scheme has been explored, with AVCD and ED as its special cases. It has been assumed

that the PU makes one transition within the sensing period under both hypotheses Ho and H1. The

transition is random in nature. The random arrival and departure of the PU have been modeled using

the Poisson distribution. The arrival rate and departure rate of the PU are the dynamic parameters,

that denote the rate at which PU arrives and departs, respectively. Besides this, PU is assumed to be

unknown.

The rest of the chapter is organized as follows. The system model for the spectrum sensing scheme

based on dynamic PU has been presented in Section 5.2. The section presents the received observations

within the sensing period and the transition points under both the hypotheses. Section 5.3 presents

the performance analysis of the detection schemes in the dynamic PU model. Finally, results are

presented in Section 5.4, before a brief conclusion of the work in Section 5.5.

5.2 System Model

In general, with static PU, Ho denotes the null hypothesis when PU is absent and H1 denotes the

alternate hypothesis when PU is present. Here, it is assumed that the PU randomly departs under

hypothesis Ho and randomly arrives under hypothesis H1 during the sensing period. The received

signal at the cognitive terminal under the random arrival and departure of the PU can be expressed

as [143]

Ho : ym =

 sm + nm ,m = 1, . . . , ϑo

nm ,m = ϑo + 1, ϑo + 2, ϑo + 3, . . . , N ;

H1 : ym =

 nm ,m = 1, . . . , ϑ1

sm + nm ,m = ϑ1 + 1, ϑ1 + 2, ϑ1 + 3, . . . , N,

(5.1)

where m denotes the sensing sample with 1 ≤ m ≤ N . The N indicates the total number of samples

present during the sensing period. It is assumed that N = BT , where B is the bandwidth of the

bandpass filter used to filter PU signal and T is the interval at which filtered PU signal is sampled.

The sm is the unknown PU signal while nm indicates Laplacian noise with mean 0 and variance

2κ2. The ϑo and ϑ1 indicate the first level transition points of the PU under hypotheses Ho and

H1, respectively. Transition of the PU occurs between samples ϑo and ϑo + 1 under Ho (when PU

randomly departs) and between the samples ϑ1 and ϑ1 + 1 under H1 (when PU randomly arrives).

In a nutshell, the arrival and departure of the PU have been assumed under hypothesis H1 and Ho,

respectively.
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5.3 Performance Analysis

In this section, two subsections have been presented. In the first subsection, three cases are presented

for the i-AVCD scheme. In the first case, the scenario of static PU as a special case of dynamic PU

is presented. In the second and third cases, the random arrival and departure of the dynamic PU are

presented. The AVCD has been presented as a special case of i-AVCD. Further, PD is derived in each

of the cases of the i-AVCD and the results are corroborated using a close match with simulations. In

the second subsection, the same three cases of the PU have been presented for the ED scheme. The

first case presents the case of static PU as a special case of dynamic PU, while the second and third

cases present the random arrival and departure of the dynamic PU, respectively.

5.3.1 improved Absolute Value Cumulation Detection

In the scenario of Laplacian noise, improved Absolute Value Cumulation Detection (i-AVCD) is one

of the prevailing detection schemes available in the literature. In the i-AVCD, received samples at

the cognitive terminal are raised to a positive exponent P with 0 < P ≤ 2. Being a special case of

i-AVCD at P = 1, corresponding parameters of AVCD can be obtained by substituting the value of

P = 1 in the expressions obtained for i-AVCD. Considering i-AVCD as the detection scheme, the

likelihood function under hypothesis Ho can be expressed as [143]

f(y|sco, Ho) =
1

(2κ)N
exp

−
ϑo∑

m=1

|ym − sm|P

κ
−

N∑
m=ϑo+1

|ym|P

κ

 , (5.2)

and the likelihood function under hypothesis H1 can be expressed as

f(y|sc1, H1) =
1

(2κ)N
exp

−
ϑ1∑

m=1

|ym|P

κ
−

N∑
m=ϑ1+1

|ym − sm|P

κ

 , (5.3)

where y = [y1, y2, y3, . . . , yN ], sco = [s1, s2, s3, . . . , sϑo ] and sc1 = [sϑ1+1, sϑ1+2, sϑ1+3, . . . , sN ]. As the

parameter sm is unknown, CR is not aware of any information about the PU signal. Hence, it needs

to be removed from the likelihood function. This belongs to the composite hypothesis testing problem

where some of the parameters in the hypothesis are unknown and can be estimated using various

estimation techniques. More specifically, GLRT is used for spectrum sensing and MLE is used to find

out the estimate of sm. This gives

f
(
y|ŝc1, H1

)
f
(
y|ŝco, Ho

) =

1(
2κ
)N exp

(
ϑ1∑

m=1

− |ym|P
κ

)

1(
2κ
)N exp

(
N∑

m=ϑo+1

− |ym|P
κ

) H1

≷
Ho

Ψ, (5.4)
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where ŝco = [ŝ1, ŝ2, ŝ3, . . . , ŝϑo] and ŝc1 = [ŝϑ1+1, ŝϑ1+2, . . . , ŝN ]. The ŝm is the Maximum Likelihood

(ML) estimate of sm which is calculated manually and found to be ym, i.e., ŝm = ym. Simplifying

(5.4), the detection scheme can be represented as

Υ(y) =

N∑
m=ϑo+1

|ym|P −
ϑ1∑

m=1

|ym|P
H1

≷
Ho

Ψ
′
, (5.5)

where Ψ′ is the detection threshold which is equal to κ · ln(Ψ). It is obtained using the NP test.

The ϑo and ϑ1 are averaged out in (5.5) over their distributions. Finally, the PD can be expressed as

PD = Prob

{
Υ(y) > Ψ′|H1

}
. (5.6)

Similarly, PF can be expressed as

PF = Prob

{
Υ(y) > Ψ′|Ho

}
. (5.7)

IfX denotes a random variable signifying non-arrival of the PU, then its Probability Mass Function

(PMF) can be expressed as

f(g; θAT ) = Prob(X = g)

=
exp

(
− θAT

)
·
(
θAT

)g
g!

, (5.8)

where θA denotes the arrival rate of the PU. The T is the time interval at which the PU signal is

sampled. The g denotes the number of occurrences of events (arrivals) within the time interval T .

Here, for simplicity, it is assumed that g = 0. The same case applies when PU randomly departs. The

θD which represents the departure rate of the PU. Hence, the probability with which the PU arrives

or departs during sample interval T is given by 1− exp
(
− θAT

)
and 1− exp

(
− θDT

)
, respectively.

The probability of the random transitions of the PU in the ϑth
o and ϑth

1 sample can be expressed

as [143]

Prob
{
ϑo

}
=

{
1− exp

(
− θDT

)}{
exp

(
− θDT

)}ϑo

,

P rob
{
ϑ1

}
=

{
1− exp

(
− θAT

)}{
exp

(
− θAT

)}ϑ1

, (5.9)

where Prob
{
ϑo

}
and Prob

{
ϑ1

}
are the probabilities of random departure and arrival of the PU,

respectively. The three cases of the PU are presented in the following sections.
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(1) Static PU:

Static PU signifies a low traffic scenario case when ϑo = 0 and ϑ1 = 0. The i-AVCD scheme in the

static scenario can be represented as

Υ(y) =

N∑
m=1

|ym|P
H1

≷
Ho

Ψ′, (5.10)

where Ψ′ is the detection threshold obtained using the NP test. For large values of N , CLT is invoked

to approximate the PDF of Υ(y) as Gaussian with mean µs and variance σ2
s as

Υ(y) ∼ N(µs, σ
2
s), (5.11)

where µs and σ2
s can be expressed as [97]

µs = κPΓ(P + 1),

σ2
s = κ2P

{
Γ(2P + 1)− Γ2(P + 1)

}
, (5.12)

where Γ (v) =
∫ +∞
0

e−ttv−1dt [77]. Using (5.11), Ψ′ is expressed as

Ψ′ = Q−1
(
PF

)
σs + µs, (5.13)

where Q(.) represents the Q-function given by Q(l) = 1√
2π

∫ +∞
l

exp
(
− t2

2

)
dt. The PF can be derived

from (5.13) and PD can be obtained using simulations.

(2) Random Transition in Dynamic PU (Arrival case):

The case of ϑo = 0 signifies the absence of the PU during the complete duration of the sensing

period. However, it also marks the beginning of transmission of the PU. Here, if it is assumed that

ϑ1 follows exponential distribution, then using (5.5) and (5.9), detection scheme under this scenario

can be represented as [143]

Υ(y) =

N−1∑
ϑ1=0

{
1− exp

(
− θAT

)}{
exp

(
− θAT

)}ϑ1
{

N∑
m=1

|ym|P −
ϑ1∑

m=1

|ym|P
}

H1

≷
Ho

Ψ′

=

N∑
m=1

{
1− exp

(
− θATm

)}
|ym|P

H1

≷
Ho

Ψ′, (5.14)

where Ψ′ is the detection threshold obtained using the NP test. For large values of N , CLT can be

invoked so that Υ(y) tends to be Gaussian with mean µao and variance σ2
ao
. Thus, Ψ′ can be expressed
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as

Ψ′ = Q−1
(
PF

)
σao

+ µao
, (5.15)

where µao denotes the mean and σ2
ao

denotes the variance of the decision statistic Υ(y) obtained in

(5.14) under hypothesis Ho. The expression of µao
can be derived as

µao = µs

{
N −

{
exp

(
− θAT

){
1− exp

(
− θATN

)}
1− exp

(
− θAT

) }}
, (5.16)

while the expression of σ2
ao

can be derived as

σ2
ao

= σ2
s

{
N −

{
exp

(
− 2(θAT + 1)

){
1− exp

(
1−N

)}
1− exp

(
− 1
) + exp

(
−2θAT

)}}
. (5.17)

Using the value of Ψ′ in (5.15), PF can be derived. Subsequently, PD can be obtained using simulations.

(3) Random Transition in Dynamic PU (Departure case):

The case of ϑ1 = 0 signifies the presence of the PU during the whole sensing period. However, it also

marks the beginning of the last phase of the active transmission of the PU. Here, if it is assumed that

ϑo follows exponential distribution, then using (5.5) and (5.9), detection scheme under this scenario

can be expressed as

Υ(y) =

N−1∑
ϑo=0

{
1− exp

(
− θDT

)}{
exp

(
− θDT

)}ϑo
{

N∑
m=1

|ym|P −
ϑo∑

m=1

|ym|P
}

H1

≷
Ho

Ψ′

=

N∑
m=1

{
1− exp

(
− θDTm

)}
|ym|P

H1

≷
Ho

Ψ′, (5.18)

where Ψ′ is the detection threshold obtained using the NP test. For large values of N , CLT is used,

which approximates Υ(y) to be Gaussian with mean µdo and variance σ2
do
. Thus, Ψ′ can be expressed

as

Ψ′ = Q−1
(
PF

)
σdo

+ µdo
, (5.19)

where µdo denotes the mean and σ2
do

denotes the variance of the decision statistic Υ(y) obtained in

(5.18) under hypothesis Ho. The expression of µdo
can be derived and expressed as

µdo = µs

{
N −

{
exp

(
− θDT

){
1− exp

(
− θDTN

)}
1− exp

(
− θDT

) }}
, (5.20)
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and the expression of σ2
do

can be expressed as

σ2
do

= σ2
s

{
N −

{
exp

(
− 2(θDT + 1)

){
1− exp

(
1−N

)}
1− exp

(
− 1
) + exp

(
−2θDT

)}}
. (5.21)

Using the value of Ψ′ in (5.19), PF can be derived. Subsequently, PD can be obtained using simulations.

5.3.2 Energy Detection

The Energy Detection (ED) is one of the classical detection schemes used for spectrum sensing. It is

a special case of i-AVCD at P = 2. Considering ED as a detection scheme, the likelihood function

under hypothesis Ho can be expressed as [143]

f(y|sco, Ho) =
1

(2κ)N
exp

−
ϑo∑

m=1

|ym − sm|2

κ
−

N∑
m=ϑo+1

|ym|2

κ

 . (5.22)

Similarly, the likelihood function under hypothesis H1 can be expressed as

f(y|sc1, H1) =
1

(2κ)N
exp

−
ϑ1∑

m=1

|ym|2

κ
−

N∑
m=ϑ1+1

|ym − sm|2

κ

 , (5.23)

where y = [y1, y2, y3, . . . , yN ], sco = [s1, s2, s3, . . . , sϑo
] and sc1 = [sϑ1+1, sϑ1+2, sϑ1+3, . . . , sN ]. As the

parameter sm is unknown, CR is not aware of any information about the PU signal. Hence, it needs

to be removed from the likelihood function. This belongs to the composite hypothesis testing problem

where some of the parameters in the hypotheses are unknown and can be estimated using various

estimation techniques. More specifically, GLRT is used for spectrum sensing and MLE is used to find

out the estimate of sm. This gives

f
(
y|ŝc1, H1

)
f
(
y|ŝco, Ho

) =

1(
2κ
)N exp

(
ϑ1∑

m=1

− |ym|2
κ

)

1(
2κ
)N exp

(
N∑

m=ϑo+1

− |ym|2
κ

) H1

≷
Ho

Ψ, (5.24)

where ŝco = [ŝ1, ŝ2, ŝ3, . . . , ŝϑo] and ŝc1 = [ŝϑ1+1, ŝϑ1+2, . . . , ŝN ]. The ŝm is the ML estimate of sm

which is calculated manually and found to be ym, i.e., ŝm = ym. Simplifying (5.24), detection scheme

can be represented as

Υ(y) =

N∑
m=ϑo+1

|ym|2 −
ϑ1∑

m=1

|ym|2
H1

≷
Ho

Ψ
′
, (5.25)

where Ψ′ is the detection threshold which is equal to κ · ln(Ψ). It is obtained using the NP test.
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The ϑo and ϑ1 are averaged out in (5.25) over their distributions. The PD can be expressed as

PD = Prob

{
Υ(y) > Ψ′|H1

}
, (5.26)

and PF can be expressed as

PF = Prob

{
Υ(y) > Ψ′|Ho

}
. (5.27)

Here also, using (5.8), the probabilites of the random transition of the PU in the ϑth
o and ϑth

1

sample are expressed as [143]

Prob
{
ϑo

}
=

{
1− exp

(
− θDT

)}
.

{
exp

(
− θDT

)}ϑo

,

P rob
{
ϑ1

}
=

{
1− exp

(
− θAT

)}
.

{
exp

(
− θAT

)}ϑ1

, (5.28)

where Prob
{
ϑo

}
and Prob

{
ϑ1

}
are the probability of random departure and arrival of the PU,

respectively. The three cases of the PU are presented in the following sections.

(1) Static PU:

Static PU signifies a low traffic scenario case when ϑo = 0 and ϑ1 = 0. Finally, the detection scheme

in the static scenario can be expressed as

Υ(y) =

N∑
m=1

|ym|2
H1

≷
Ho

Ψ′, (5.29)

where Ψ′ is the detection threshold obtained using the NP test. For large values of N , using CLT,

the PDF of Υ(y) can be approximated as Gaussian with mean µs and variance σ2
s as

Υ(y) ∼ N(µs, σ
2
s ), (5.30)

where µs and σ2
s can be expressed as [98]

µs = 2Nκ2,

σ2
s = 2

√
5Nκ2. (5.31)

Using (5.30), Ψ′ is expressed as

Ψ′ = Q−1
(
PF

)
σs + µs. (5.32)

Using the value of Ψ′ in (5.32), PF can be derived and PD can be obtained using simulations.
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(2) Random Transition in Dynamic PU (Arrival case):

The case of ϑo = 0 signifies the absence of the PU during the complete duration of the sensing period.

However, it also marks the beginning of transmission of the PU. Here, if it is assumed that ϑ1 follows

exponential distribution, then using (5.25) and 5.28, detection scheme under this scenario can be

represented as [143]

Υ(y) =

N−1∑
ϑ1=0

{
1− exp

(
− θaT

)}{
exp

(
− θAT

)}ϑ1
{

N∑
m=1

|ym|2 −
ϑ1∑

m=1

|ym|2
}

H1

≷
Ho

Ψ′

=

N∑
m=1

{
1− exp

(
− θATm

)}
|ym|2

H1

≷
Ho

Ψ′, (5.33)

where Ψ′ is the detection threshold obtained using the NP test. For large values of N , using CLT,

Υ(y) tends to be Gaussian with mean µao
and variance σ2

ao
. Thus, Ψ′ can be expressed as

Ψ′ = Q−1
(
PF

)
σao + µao , (5.34)

where µao
denotes the mean and σ2

ao
denotes the variance of the decision statistic Υ(y) obtained in

(5.33) under hypothesis Ho. The expression of µao
can be derived as

µao
= µs

{
N −

{
exp

(
− θAT

){
1− exp

(
− θATN

)}
1− exp

(
− θAT

) }}
. (5.35)

Similarly, the expression of σ2
ao

can be derived as

σ2
ao

= σ2
s

{
N −

{
exp

(
− 2(θAT + 1)

){
1− exp

(
1−N

)}
1− exp

(
− 1
) + exp

(
−2θAT

)}}
. (5.36)

Using the value of Ψ′ in (5.34), PF can be derived and PD can be obtained using simulations.

(3) Random Transition in Dynamic PU (Departure case):

The case of ϑ1 = 0 signifies the presence of the PU during the whole sensing period. However, it also

marks the beginning of the last phase of the PU active transmission. Here, if it is assumed that ϑo

follows exponential distribution, then using (5.25) and 5.28, detection scheme under this scenario can

be expressed as

Υ(y) =

N−1∑
ϑo=0

{
1− exp

(
− θDT

)}{
exp

(
− θDT

)}ϑo
{

N∑
m=1

|ym|2 −
ϑo∑

m=1

|ym|2
}

H1

≷
Ho

Ψ′

=

N∑
m=1

{
1− exp

(
− θDTm

)}
|ym|2

H1

≷
Ho

Ψ′, (5.37)
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where Ψ′ is the detection threshold obtained using the NP test. For large values of N , using CLT,

the PDF of Υ(y) can be approximated as Gaussian with mean µdo
and variance σ2

do
. Thus, Ψ′ can

be expressed as

Ψ′ = Q−1
(
PF

)
σdo

+ µdo
, (5.38)

where µdo
denotes the mean and σ2

do
denotes the variance of the decision statistic Υ(y) obtained in

(5.37) under hypothesis Ho. The expression of µdo
can be derived and expressed as

µdo
= µs

{
N −

{
exp

(
− θDT

){
1− exp

(
− θDTN

)}
1− exp

(
− θDT

) }}
. (5.39)

Similarly, the expression of σ2
do

can be expressed as

σ2
do

= σ2
s

{
N −

{
exp

(
− 2(θDT + 1)

){
1− exp

(
1−N

)}
1− exp

(
− 1
) + exp

(
−2θDT

)}}
. (5.40)

Using the value of Ψ′ in (5.38), PF can be derived and PD can be obtained using simulations. The

optimum P , also denoted as Po can be obtained in a similar way as described in Chapter 3 as

Po = argmin
P

(Perror) = argmin
P

(PF + PM ) , (5.41)

where Perror is the total error probability. The value of P where Perror shows minimum value gives

optimum P . The optimum P with varying γ (constant PF ) and with varying PF (constant γ) has

been shown in Table 5.1 for i-AVCD scheme. Here, γ denotes the average SNR, which is defined as

γ = (1/N)
N∑

m=1
(s2m)/(2κ2).

5.4 Simulation Results

In this section, the performance of the i-AVCD scheme and its two special cases AVCD and ED in

dynamic PU environment with additive Laplacian noise is presented in terms of the ROC and PD

versus average SNR using Monte Carlo simulations. For simulations, the ϑo and ϑ1 are assumed to

be 10 and 15, respectively. For static PU environment, ϑo = 0 and ϑ1 = 0, whereas for dynamic PU

environment both are less than N .

Table 5.1 shows optimum P , i.e., Po for γ = −2, −5 and −10 dB at PF = 0.1 using i-AVCD scheme.

For static PU, the values of Po at γ = −2, −5 and −10 dB are 0.126, 0.105 and 0.102, respectively.

For dynamic PU with θAT/ θDT = 1, the values of Po respectively decrease to 0.118, 0.101 and 0.10

at γ = −2, −5 and −10 dB. Similarly, at a fixed SNR of −5 dB, optimum P has been shown for

PF = 0.01, 0.05 and 0.1. For static PU, the values of Po at PF = 0.01, 0.05 and 0.1 are 0.251, 0.151

and 0.105, respectively. For dynamic PU with θAT/ θDT = 1, the values of Po respectively decrease
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Figure 5.1: ROC for i-AVCD, AVCD and ED schemes with static and dynamic PU at N = 50, γ = −5
dB, θAT = 1 and θDT = 1.

Table 5.1: The optimum P for i-AVCD scheme with varying γ and PF at N = 50 for static and
dynamic PU.

PF = 0.1
γ ( in dB ) γ = −2 γ = −5 γ = −10
Static PU 0.126 0.105 0.102

Dynamic PU (θAT/ θDT = 1) 0.118 0.101 0.10
γ = −5 dB

PF PF = 0.01 PF = 0.05 PF = 0.1
Static PU 0.251 0.151 0.105

Dynamic PU (θAT/ θDT = 1) 0.201 0.149 0.101

to 0.201, 0.149 and 0.101 at PF = 0.01, 0.05 and 0.1. It is observed that optimum P for i-AVCD

remains around 0.1 for all the assumed values of γ and PF . Thus, optimum P for i-AVCD can be

assumed as 0.1 for all the assumed values of average SNR and PF .

Figure 5.1 shows the ROC for i-AVCD, AVCD and ED schemes. The P for i-AVCD is arbitrarily

assumed as 0.8. For AVCD and ED, the values of P are 1 and 2, respectively. The γ is assumed

as −5 dB, while θAT and θDT are assumed to be 1. Further, N is assumed as 50. At PF = 0.1,

the values of PD for i-AVCD, AVCD and ED schemes in dynamic PU scenario are 0.4219, 0.389

and 0.2176, respectively. In the case of static PU, the values of PD for i-AVCD, AVCD and ED are

0.3941, 0.354 and 0.2039, respectively. It is clear that the performance of the detection schemes in the

dynamic PU scenario is better than the performance of the schemes in static PU scenario. Further, it

is also clear that with an increase in P , detection performance decreases and vice-versa. The detection

performance of i-AVCD can be improved further, by choosing optimum P corresponding to the values

of PF and γ. The values of PD for i-AVCD scheme in both static and dynamic scenarios are given in

Table 5.2. In the table, the values of detection probabilities are presented at optimum P of 0.1 and

arbitrarily chosen P of 0.8 for different values of θAT/ θDT .

Figure 5.2 presents PD versus average SNR for all the three detection schemes, i.e., i-AVCD, AVCD
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Figure 5.2: PD vs. γ for randomly arriving and/or departing PU with i-AVCD, AVCD, ED schemes
at N = 50, PF = 0.1, θAT = 1 and θDT = 1.
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Figure 5.3: ROC for the i-AVCD scheme with random arrival and/or departure of the PU at N = 50,
P = 0.8 and γ = −2 dB.

and ED in dynamic PU scenario. It is assumed that PF = 0.1, θAT = 1, θDT = 1 and N = 50. For i-

AVCD, P is assumed as 0.8. Here also, i-AVCD outperforms the other two schemes over −10 ≤ γ ≤ 10

dB.

In Figure 5.3, detection performance of i-AVCD scheme is presented for different values of θAT

and θDT . The range of θAT and θDT varies from 0.05 to 20 with P = 0.8, γ = −2 dB and N = 50.

For static PU, the PD at PF = 0.1 is 0.7207. For dynamic PU, the values of PD for θAT and θDT=

0.05 and 0.1 are 0.6619 and 0.6779, respectively. Similarly for θAT and θDT= 1, 10 and 20, the values

of PD are increased to 0.7441, 0.78 and 0.8015, respectively. It can be observed that the performance

of i-AVCD with θAT and θDT= 1, 10 and 20 is better than the performance of the scheme in the

static PU scenario. However, the performance of the scheme with θAT and θDT = 0.05 and 0.1 is

worse than the performance of the scheme in static PU scenario. The values of PD for different values
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Table 5.2: The PD for i-AVCD, AVCD and ED in static and dynamic PU scenarios with different
values of θAT/ θDT at γ = −2 dB, N = 50, P = 0.8, Po = 0.1 and PF = 0.1.

Dynamic PU

θAT/ θDT
i-AVCD
P = 0.8

i-AVCD
Po = 0.1 AVCD ED

Detection Probability (PD)
0.05 0.6619 0.78 0.582 0.327
0.1 0.6779 0.8 0.6173 0.3466
1 0.7441 0.85 0.6761 0.382
10 0.78 0.898 0.7292 0.40095
20 0.8015 0.997 0.7305 0.52

Static PU
0.7207 0.88 0.6523 0.372
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Figure 5.4: ROC for AVCD scheme with random arrival and/or departure of the PU at N = 50 and
γ = −2 dB.

of θAT and θDT are given in Table 5.2. It can be observed that the performance of i-AVCD in the

dynamic PU scenario is better than its performance in the static PU scenario beyond θAT and/or

θDT = 1.

Figure 5.4 shows the ROC for AVCD scheme with different values of θAT and θDT at γ = −2 dB

and N = 50. With reference to Table 5.2, for θAT and/or θDT = 0.05 and 0.1, the values of PD are

0.582 and 0.6173, respectively. The values of PD further increase to 0.6761, 0.7292 and 0.7305 for θAT

and θDT= 1, 10 and 20, respectively. The performance of the scheme with the static scenario is also

presented. It can be seen that the performance improves as θAT and θDT are increased from 0.05 to

20. However, the performance of the scheme for θAT and θDT below 1 is worse than the performance

with static PU scenario.

Similar to the the above figures, Figure 5.5 shows the ROC for ED scheme in both dynamic and

static PU scenarios with different values of θAT and θDT . Further, it is assumed that γ = −2 dB and

N = 50. With reference to Table 5.2, for θAT and θDT= 0.05, 0.1 and 1, the values of PD are 0.327,
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Figure 5.5: ROC for ED scheme with random arrival and/or departure of the PU at N = 50 and
γ = −2 dB.

0.3466 and 0.382, respectively. Similarly for θAT and θDT= 10 and 20, the respective values of PD

are 0.40095 and 0.52. Again, a similar trend is observed. Further, it is observed that the i-AVCD and

AVCD outperform the ED scheme.

5.5 Conclusion

In this chapter, spectrum sensing schemes such as ED, AVCD and i-AVCD were presented. Dynamic

parameters such as θAT and/or θDT were used with these schemes in additive Laplacian noise en-

vironment. Further, the dynamic behavior of the PU was explored by assuming its random arrival

and/or departure (in terms of θAT and/or θDT ) in the sensing interval. We presented the performance

using simulations in term of the ROC. Besides this, we also obtained the optimum P for i-AVCD in

the scenarios of static PU and dynamic PU. It is concluded that the performance of the schemes with

the dynamic scenario, for θAT and/or θDT beyond 1 is better than their performance with the static

scenario. Further, it is also concluded that the optimum P for i-AVCD at different values of PF and

γ did not show significant deviation in their values. Hence, optimum P can be assumed to be 0.1,

irrespective of the variations in the PF and γ. In the next chapter, we will present the performance

of the CSS scheme in a dynamic PU scenario where i-AVCD is used as a localized detection scheme.
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Chapter 6

Cooperative Spectrum Sensing for

Dynamic PU in ALN

In this chapter, cooperative spectrum sensing (CSS) for dynamic PU is presented in the Laplacian

noise environment. The dynamic PU is characterized by its transitions from the ON (present) state

to the OFF (absent) state and vice-versa. It means that the PU appears or disappears intermittently

during the entire sensing duration. A collaborative scenario of Mo CRs has been assumed, where each

CR uses the conventional detection scheme such as i-AVCD and its special cases such as AVCD and

ED. These schemes are used with dynamic parameters such as the arrival rate and departure rate

of the PU to produce local hard decisions. Conventional scheme refers to the detection scheme in a

non-cooperative scenario. All single-bit hard decisions received from Mo CRs fuse at the FC according

to fusion schemes such as CSS: OR, CSS: AND, and CSS: majority to make a final decision on the

appearance or disappearance of the PU. Further, the dynamic nature of PU in terms of its arrival

rate (θA) and departure rate (θD) has been analyzed. We present the performance of the CSS for

dynamic PU using ROC and PD versus average SNR using Monte Carlo simulations. Finally, a brief

conclusion is presented at the end of the chapter.

6.1 Introduction

The CSS scheme, presented in Chapter 3, possesses sensing diversity gain by employing a collaborative

scenario of multiple CRs. Local decisions from each surrounding CRs are fused at the FC using

standard fusion schemes. Finally, the FC makes a final decision on the presence or absence of the PU.

The CSS based on Dynamic Double Threshold Energy Detection (DDTHED) has been proposed in

circularly symmetric Gaussian noise [110]. It was shown that CSS based on DDTHED outperformed

CSS based on ED. It has been shown that the CSS based on the Rao detector outperformed CSS

based on ED in Generalized Gaussian Noise (GGN) [128]. The CSS: majority rule (ko out of Mo
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rule, where ko ≤ Mo) has been addressed in the Laplacian noise environment [131]. The performance

of CSS scheme, based on Modified Correlation Detector (MCD) as a localized detection scheme in

additive Laplacian noise, has been evaluated in Chapter 3. However, the PU possesses static behavior

and the localized detection scheme was coherent in nature. Further, the CSS schemes presented

in [110,128,131] assumed static PU scenario.

In this chapter, the CSS scheme is presented for dynamic PU in additive Laplacian noise envi-

ronment. It is assumed that there exists Mo number of CRs and out of which ko CRs are active.

These Mo CRs independently sense the presence of the PU using non-coherent localized detection

scheme such as the i-AVCD with its special cases such as AVCD and ED. The FC uses standard

fusion schemes to make a final judgment on the availability of the PU. The detection probability and

false alarm probability at each CR are denoted as Qd and Qf , respectively. The detection probability

and false alarm probability at the FC are denoted as PD and PF , respectively. Further, it is assumed

that the random transition of the PU is modeled using Poisson distribution [143].

The rest of the chapter is organized as follows. Section 6.2 presents the system model. Section 6.3

presents performance analysis of the CSS scheme for dynamic PU. Section 6.4 presents simulation

results. Finally, a brief conclusion is presented in Section 6.5.

6.2 System Model

In the assumed dynamic scenario, Ho denotes the hypothesis when PU is present up to a specified

sample ϑo and thereafter PU is absent. In a similar way, H1 denotes the alternate hypothesis when

PU is absent up to a specified sample ϑ1 and thereafter PU is present. Thus, the received signal at

each of the Mo cognitive terminals can be expressed as

Ho : ym =

 sm + nm ,m = 1, . . . , ϑo

nm ,m = ϑo + 1, ϑo + 2, ϑo + 3 . . . , N ;

H1 : ym =

 nm ,m = 1, . . . , ϑ1

sm + nm ,m = ϑ1 + 1, ϑ1 + 2, ϑ1 + 3 . . . , N,

(6.1)

where m denotes the sensing sample with 1 ≤ m ≤ N . The N indicates the total number of

samples present during the sensing period. The sm is the unknown PU signal, while the nm indicates

Laplacian noise with mean 0 and variance 2κ2, where κ is the scale parameter of the Laplacian

noise. The ϑo and ϑ1 indicate the first level transition points of the PU under hypotheses Ho and H1

respectively. Transition of the PU occurs between the samples ϑo and ϑo + 1 under Ho (when PU

randomly departs) and between the samples ϑ1 and ϑ1 + 1 under H1 (when PU randomly arrives).

A collaborative scenario of CRs is considered, where each of the Mo cognitive terminals uses i-

AVCD, AVCD and ED as localized detection schemes to decide the presence or absence of PU. The
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local hard decisions are individually communicated to the FC via reporting channel. After collecting

hard decisions in the form of ‘0’ and ‘1’, the FC uses standard fusion schemes such as the CSS: OR,

CSS: AND and CSS: majority, respectively.

6.3 Performance Analysis

In this section, two subsections have been presented. In the first subsection, three different cases of

PU using the CSS-i-AVCD scheme are presented. Besides this, the case of AVCD is also discussed as

a special case of i-AVCD. The first case presents the case of static PU as a special case of dynamic

PU, while the second and third cases present the scenarios of random arrival and random departure

of the dynamic PU, respectively. In the second subsection, all the three cases of PU in CSS-ED are

presented. Further, PD and PF in each of the cases for CSS-ED and CSS-i-AVCD schemes have been

derived.

6.3.1 CSS based on i-AVCD

In the scenario of Laplacian noise, i-AVCD and AVCD are the two actively used detection schemes.

In i-AVCD, received samples at the cognitive terminal are raised to a positive exponent P in the

range 0 < P ≤ 2. Being a special case of i-AVCD at P = 1, corresponding parameters for the AVCD

scheme can be obtained by substituting the value of P = 1 in the expressions obtained for i-AVCD.

Simplifying (5.4), the detection scheme can be represented as

Υ(y) =

N∑
m=ϑo+1

|ym|P −
ϑ1∑

m=1

|ym|P
H1

≷
Ho

Ψ
′
, (6.2)

where Ψ′ is the detection threshold which is equal to κ · ln(Ψ). It is obtained using the NP test.

The values of ϑo and ϑ1 are averaged out over their distributions, as they are unknown and random.

All the single bit hard decisions from each Mo CRs are combined at the centralized FC according to

a decision rule expressed as

U =

Mo∑
l=1

Ul

H1

≷
Ho

ko, (6.3)

where Ul is the hard decision from each CR. Finally, at the FC, PF and PD can be expressed as [109]

PF =

Mo∑
l=ko

Mo

l

Ql
f (1−Qf )

Mo−l,

PD =

Mo∑
l=ko

Mo

l

Ql
d(1−Qd)

Mo−l. (6.4)
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Here, ko = 1 represents CSS: OR rule, while ko = Mo indicates CSS: AND rule and ko < Mo signifies

CSS: majority rule. The localized detection probability Qd at each Mo CR can be expressed as

Qd = Prob

{
Υ(y) > Ψ′|H1

}
, (6.5)

and the localized false alarm probability Qf at each Mo CR can be expressed as

Qf = Prob

{
Υ(y) > Ψ′|Ho

}
. (6.6)

The three cases of the PU are presented in the following sections.

(1) Static PU:

Static PU signifies a case of low traffic scenario when ϑo = 0 and ϑ1 = 0. The i-AVCD scheme is used

at each Mo CR which can be expressed as

Υ(y) =

N∑
m=1

|ym|P
H1

≷
Ho

Ψ′, (6.7)

where Ψ′ is the detection threshold obtained using the NP test. For large values of N , CLT is invoked

to approximate the PDF of decision statistics Υ(y) as Gaussian with mean µs and variance σ2
s as

Υ(y) ∼ N(µs, σ
2
s), (6.8)

where µs and σ2
s can be obtained from (5.12). Using (6.8), Ψ′ can be expressed as

Ψ′ = Q−1
(
Qf

)
σs + µs, (6.9)

where Q(.) denotes the Q-function expressed as Q(l) = 1√
2π

∫ +∞
l

exp
(
− t2

2

)
dt.

Further, Qf can be derived from (6.9). This value is substituted in (6.4) to get PF at the FC.

Finally, PD can be obtained using simulations.

(2) Random Transition in Dynamic PU (Arrival case):

The case of ϑo = 0 signifies the absence of the PU during the complete duration of the sensing period.

However, it also marks the beginning of transmission of the PU. Here, if it is assumed that ϑ1 follows

an exponential distribution, then using (5.5) and (5.9), the detection scheme in this scenario can be
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expressed as

Υ(y) =

N−1∑
ϑ1=0

{
1− exp

(
− θAT

)}{
exp

(
− θAT

)}ϑ1
{

N∑
m=1

|ym|P −
ϑ1∑

m=1

|ym|P
}

H1

≷
Ho

Ψ′

=

N∑
m=1

{
1− exp

(
− θATm

)}
|ym|P

H1

≷
Ho

Ψ′. (6.10)

For large values of N , CLT can be applied so that Υ(y) tends to be Gaussian with mean µao and

variance σ2
ao
. Thus, Ψ′ is expressed as

Ψ′ = Q−1
(
Qf

)
σao

+ µao
, (6.11)

where µao
denotes the mean and σ2

ao
denotes the variance of the decision statistic Υ(y). They have

been derived in (5.16) and (5.17), respectively. The Qf can be derived from (6.11). This value is

substituted in (6.4) to get PF at the FC. Finally, PD can be obtained using simulations.

(3) Random Transition in Dynamic PU (Departure case):

The case of ϑ1 = 0 signifies the presence of the PU during the whole sensing period. However, it also

marks the beginning of the last phase of the active transmission of the PU. Here, if it is assumed that

ϑo follows exponential distribution, then using (5.5) and (5.9), detection scheme in this scenario can

be expressed as

Υ(y) =

N−1∑
ϑo=0

{
1− exp

(
− θDT

)}{
exp

(
− θDT

)}ϑo
{

N∑
m=1

|ym|P −
ϑo∑

m=1

|ym|P
}

H1

≷
Ho

Ψ′

=

N∑
m=1

{
1− exp

(
− θDTm

)}
|ym|P

H1

≷
Ho

Ψ′, (6.12)

where Ψ′ is the detection threshold when PU randomly departs. For large values of N , CLT can be

applied so that Υ(y) tends to be Gaussian with mean µdo
and variance σ2

do
. Thus, Ψ′ is expressed as

Ψ′ = Q−1
(
Qf

)
σdo

+ µdo
, (6.13)

where µdo denotes the mean and σ2
do

denotes the variance of the decision statistic Υ(y). They have

been derived in (5.20) and (5.21), respectively. The Qf can be derived from (6.13). This value is

substituted in (6.4) to get PF at the FC. Finally, PD can be obtained using simulations.
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6.3.2 CSS based on ED

The ED is one of the classical detection schemes used for spectrum sensing. It is a special case of

i-AVCD at P = 2. Simplifying (5.24), detection scheme can be represented as

Υ(y) =

N∑
m=ϑo+1

|ym|2 −
ϑ1∑

m=1

|ym|2
H1

≷
Ho

Ψ
′
, (6.14)

where Ψ′ is the detection threshold which is equal to κ · ln(Ψ). It is obtained using NP test. The

Qd at each Mo CR can be expressed as

Qd = Prob

{
Υ(y) > Ψ′|H1

}
, (6.15)

and Qf at each Mo CR can be expressed as

Qf = Prob

{
Υ(y) > Ψ′|Ho

}
. (6.16)

The hard decision from each CR using (6.15) and (6.16), is then forwarded to the FC. The PD

and PF at the FC are derived from (6.4). The three cases of the PU are presented in the following

sections.

(1) Static PU:

Static PU signifies a case of low traffic scenario when ϑo = 0 and ϑ1 = 0. The ED scheme is used at

each Mo CR which can be expressed as

Υ(y) =

N∑
m=1

|ym|2
H1

≷
Ho

Ψ′, (6.17)

where Ψ′ is the detection threshold obtained using the NP test. For large values of N , CLT is used

to approximate the PDF of Υ(y) as

Υ(y) ∼ N(µs, σ
2
s), (6.18)

where µs and σ2
s can be obtained from (5.31). Using (6.18), Ψ′ is expressed as

Ψ′ = Q−1
(
Qf

)
σs + µs, (6.19)

where Q(.) represents the Q-function. The Qf can be derived from (6.19). This value is substituted

in (6.4) to get PF at the FC. Finally, PD can be obtained using simulations.
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(2) Random Transition in Dynamic PU (Arrival case):

The case of ϑo = 0 signifies the absence of the PU during the complete duration of the sensing period.

However, it also marks the beginning of transmission of the PU. Here, if it is assumed that ϑ1 follows

exponential distribution, then using (5.25) and 5.28, detection scheme in this scenario can be expressed

as

Υ(y) =

N−1∑
ϑ1=0

{
1− exp

(
− θaT

)}{
exp

(
− θAT

)}ϑ1
{

N∑
m=1

|ym|2 −
ϑ1∑

m=1

|ym|2
}

H1

≷
Ho

Ψ′

=

N∑
m=1

{
1− exp

(
− θATm

)}
|ym|2

H1

≷
Ho

Ψ′, (6.20)

where Ψ′ is the detection threshold during the random arrival of the PU. For large values of N , CLT

can be applied so that Υ(y) tends to be Gaussian with mean µao
and variance σ2

ao
. Thus, Ψ′ is

expressed as

Ψ′ = Q−1
(
Qf

)
σao + µao , (6.21)

where µao
denotes the mean and σ2

ao
denotes the variance of the decision statistic Υ(y) obtained in

(6.20) under hypothesis Ho. The expressions of µao
and σ2

ao
can be obtained from (5.35) and (5.36),

respectively. Finally, Qf can be derived from (6.21). This value is substituted in (6.4) to get PF at

the FC. Finally, PD can be obtained using simulations.

(3) Random Transition in Dynamic PU (Departure case):

If it is assumed that ϑo follows an exponential distribution, then using (5.25) and 5.28, detection

scheme in this scenario can be expressed as

Υ(y) =

N−1∑
ϑo=0

{
1− exp

(
− θDT

)}{
exp

(
− θDT

)}ϑo
{

N∑
m=1

|ym|2 −
ϑo∑

m=1

|ym|2
}

H1

≷
Ho

Ψ′

=

N∑
m=1

{
1− exp

(
− θDTm

)}
|ym|2

H1

≷
Ho

Ψ′, (6.22)

where Ψ′ is the detection threshold when PU randomly departs. Applying CLT for large values of N ,

Υ(y) tends to be Gaussian with mean µdo
and variance σ2

do
. Thus, Ψ′ can be expressed as

Ψ′ = Q−1
(
Qf

)
σdo + µdo , (6.23)

where µdo
denotes the mean and σ2

do
denotes the variance of the decision statistic Υ(y) obtained in

(6.22) under hypothesis Ho. The expressions of µdo
and σ2

do
can be obtained from (5.39) and (5.40),

respectively. The Qf can be derived from (6.23). This value is substituted in (6.4) to get PF at the
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FC. Finally, PD can be obtained using simulations.

6.4 Simulation Results

In this section, the performance of the CSS scheme in dynamic PU environment with additive Lapla-

cian noise is presented in terms of ROC and PD versus average SNR using Monte Carlo simulations.

The average SNR is defined as γ = (1/N)
N∑

m=1
(s2m)/(2κ2). The ϑo and ϑ1 are assumed to be 10 and

15, respectively. For static PU environment, ϑo = 0 and ϑ1 = 0. Similarly, for random transitions of

the PU, i.e., in the dynamic environment, both are less than N . The P and κ are assumed to be 0.8

and 1, respectively, throughout the simulations. Further, the value of N is also assumed as 50.

Table 6.1: The PD for dynamic PU with conventional detection schemes and CSS fusion schemes at
γ = −5 dB, N = 50, P = 0.8 and PF = 0.1.

Dynamic PU (θAT/θDT = 1)

Detection
Scheme

Conventional
Scheme CSS Fusion Scheme

CSS: OR CSS:majority CSS: AND
i-AVCD 0.42196 0.852 0.450 0.1
AVCD 0.389 0.79 0.389 0.069
ED 0.2176 0.53 0.123 0.01

Static PU
i-AVCD 0.3941 0.824 0.429 0.08
AVCD 0.354 0.682 0.245 0.04
ED 0.2039 0.496 0.119 0.008

Figure 6.1 shows the ROC for conventional i-AVCD scheme and CSS: OR fusion scheme in dynamic

PU scenario. Here, conventional i-AVCD refers to the i-AVCD scheme used by CR in a non-cooperative

scenario. The CSS: OR scheme uses localized detection scheme i-AVCD at each Mo cognitive ter-

minals. The θAT , θDT are assumed to be 10 and 0.1, respectively. The N is assumed to be 50 and

γ = −2 dB. For static PU, the PD at PF = 0.1 is 0.7207 which is improved to 0.9771 using CSS:

OR scheme. For dynamic PU, the values of PD at θAT , θDT = 0.1 and 10 are 0.6779 and 0.78,

respectively. These values of PD are improved to 0.9659 and 0.9885, respectively, using CSS: OR

fusion scheme. Thus, it is observed that the performance of CSS: OR based on localized i-AVCD

scheme in the dynamic scenario is better than the performance in static scenario for θAT = 10, while

the same is not true for θAT = 0.1. Further, it is observed that the performance of CSS: OR with

localized i-AVCD is better than the performance with conventional i-AVCD. The performance can be

further improved with an increase in the N and a decrease in the P .

Figure 6.2 shows the ROC for conventional AVCD and CSS: OR fusion scheme. Here, CSS: OR

uses localized detection scheme such as AVCD at each Mo cognitive terminal. The values of θAT ,

θDT are assumed to be 10 and 0.1. The N is assumed to be 50 and γ = −2 dB. For static PU, the

PD at PF = 0.1 is 0.6523, which is improved to 0.9596 using CSS: OR scheme. For dynamic PU,

the values of PD at θAT , θDT = 0.1 and 10 are 0.6173 and 0.7292, respectively. These values of PD
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Figure 6.1: ROC for CSS: OR fusion scheme and conventional i-AVCD scheme at N = 50, γ = −2
dB, θAT and/or θDT =0.1 and 10.
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Figure 6.2: ROC for CSS: OR fusion scheme and conventional AVCD scheme at N = 50, γ = −2 dB,
θAT and/or θDT =0.1 and 10.

are respectively improved to 0.9486 and 0.9715 using CSS: OR fusion scheme. It can be seen that

the dynamic PU outperforms the static PU at θAT = 10. Further, it is observed that the CSS: OR

scheme outperforms conventional AVCD.

Similarly, Figure 6.3 shows the ROC for conventional ED and CSS: OR fusion scheme. Here,

CSS: OR uses localized detection scheme such as ED at each Mo cognitive terminal. The values of

θAT , θDT are assumed to be 10 and 0.1. The N is assumed to be 50 and γ = −2 dB. For static PU,

the PD at PF = 0.1 is 0.372, which is improved to 0.7482 using CSS scheme. For dynamic PU, the

values of PD at θAT , θDT = 0.1 and 10 are 0.3466 and 0.40095, respectively. These values of PD are

respectively improved to 0.7246 and 0.8008 using CSS: OR fusion scheme. It is observed that the

performance of the schemes in the dynamic scenario is better than the performance in the static PU

scenario. Further, it is observed that the CSS: OR outperforms the conventional ED.
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Figure 6.3: ROC for CSS: OR fusion scheme and conventional ED scheme at N = 50, γ = −2 dB,
θAT and/or θDT =0.1 and 10.
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Figure 6.4: PD vs. γ for conventional detection schemes and CSS: OR fusion scheme at N = 50,
P = 0.8 and PF = 0.1 when PU randomly arrives or departs.

In Figure 6.4, PD versus average SNR is presented for conventional detection schemes such as

i-AVCD, AVCD, ED and CSS: OR fusion scheme. It is assumed that θAT , θDT = 1 with P = 0.8,

N = 50. Further, γ ranges from −10 to 10 dB with an interval of 0.5 dB. It is observed that the CSS:

OR scheme outperforms the conventional schemes.

Figure 6.5 presents PD versus average SNR for CSS: majority (ko = 2 out of Mo = 3 CRs) scheme

and conventional schemes such as i-AVCD, AVCD and ED. It is assumed that θAT , θDT = 1 with

P = 0.8, N = 50. Further, γ ranges from −10 to 10 dB with an interval of 0.5 dB. Here, it is observed

that for a specified low range of SNR, conventional scheme performs better, while for a specified high

range of SNR, CSS: majority fusion scheme performs better. The CSS: majority scheme outperforms

conventional schemes such as ED, AVCD and i-AVCD beyond −1,−5 and −6 dB, respectively.

In Figure 6.6, PD versus average SNR for CSS: AND fusion scheme and conventional schemes such
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Figure 6.5: PD vs. γ for conventional detection schemes and CSS: majority fusion scheme at N = 50,
P = 0.8, PF = 0.1, ko = 2, Mo = 3 when PU randomly arrives or departs.
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Figure 6.6: PD vs. γ for conventional detection schemes and CSS: AND fusion scheme at N = 50,
P = 0.8 and PF = 0.1 when PU randomly arrives or departs.

as i-AVCD, AVCD and ED is presented. It is assumed that θAT , θDT = 1 with P = 0.8, N = 50

and γ ranges from −10 to 10 dB with an interval of 0.5 dB. Here, it is observed that the conventional

scheme performs better than CSS: AND scheme.

For better analysis, the performance of different CSS fusion schemes is compared with conventional

detection schemes for both static and dynamic PU scenario in Table 6.1. The assumed parameters are

γ = −5 dB, P = 0.8, PF = 0.1 and θAT , θDT = 1. It is observed that the performance of CSS: OR

scheme is substantially improved as compared to the performance achieved with other fusion schemes.
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6.5 Conclusion

In this chapter, the CSS scheme was presented along with conventional sensing schemes such as

ED, AVCD, and i-AVCD in additive Laplacian noise environment. These schemes were used with

dynamic parameters such as θAT and/or θDT , assuming random transition of the PU within the

sensing interval. The detection performance of the spectrum sensing schemes was presented using

simulations in terms of the ROC and PD versus average SNR. It is concluded that the CSS: OR

scheme outperforms conventional spectrum sensing schemes over −10 ≤ γ ≤ 10 dB. It is because, in

CSS: OR rule, there exists at least one CR which has a local decision based on hypothesis H1. Hence,

CSS: OR rule is much reserved to let CRs access the licensed band. Also, interference caused to the

PU is minimized drastically. It is also concluded that the conventional schemes outperform CSS: AND

scheme. Hence, CSS: AND scheme is unsuitable for enhancing the detection probability, unlike that

in the case of Gaussian noise. Further, it is also concluded that CSS: majority scheme outperforms

the conventional schemes beyond specified values of SNR which is −1,−5,−6 dB, respectively, for

ED, AVCD and i-AVCD schemes. In the next chapter, we will present the performance of detection

schemes for dynamic PU with two transition points within the sensing period.
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Chapter 7

Spectrum Sensing for Dynamic PU

With Two Transitions in ALN

This chapter presents a real-time scenario of dynamic PU in additive Laplacian noise. Two transitions

or status changes of the PU in the fixed sensing time are assumed. The Last Status Change Point

(LSCP) is estimated with Maximum Likelihood (ML) estimation. The Cumulative Sum (CuSum)

based weighted samples are used in the three detection schemes, such as Sample Mean Detector

(SMD), ED and i-AVCD. Closed-form expressions of PD and PF for all the three schemes are derived

and results are presented with ROC. Besides this, simulation results are also presented which closely

match with their analytical counterparts. The ROC of the considered system is compared with the

conventional schemes. In the conventional schemes, all samples in the sensing time are used for

detection without LSCP estimation and weight. Finally, the conclusion is presented at the end of this

chapter.

7.1 Introduction

The dynamic behavior of the PU has been modeled in several ways in the literature. In [143], this

randomness was modeled by the Poisson process. In the case of dynamic PU, Cumulative Sum

(CuSum) based detection scheme has been explored in [30]. This CuSum has been adopted to various

spectrum sensing schemes such as SMD [30], ED [100,101] and Improved ED (iED) [102].

The dynamic behavior of the PU has been further explored at the cognitive terminal by estimating

the status change points or transitions of PU in the specified sensing interval. The LSCP of the PU

has been estimated, and then sensing was done in the interval from LSCP to the end of the sensing

time, using CuSum based weighted samples in ED and cyclostationarity based detectors [146,173]. It

was found that the performance of these detectors was better with LSCP estimation compared to the

performance without LSCP estimation. Further, the background noise was assumed as Gaussian.
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In this chapter, dynamic PU with a maximum of two status changes is assumed during the sensing

period. However, the additive noise is modeled by Laplacian distribution. Using dynamic program-

ming, ML estimation of the LSCP is determined. Then, the samples in the interval from the LSCP to

the end of the sensing time are used for detection of PU. Subsequently, the weighted samples are used

in CuSum based detectors. The considered detectors are SMD, ED, and i-AVCD. The closed-form

expressions of PD and PF are derived. The ROC is presented using the analytical expressions and the

same is validated by comparing with simulations. It is observed that the considered detection schemes

outperform the conventional detection schemes, wherein the full sensing time is used for detection

without weighted samples. Further, the ROC of the considered system is compared with the ROC of

the system by taking one status change of PU. In one status change of PU, the LSCP is estimated

and sensing is done from the LSCP to the end of the sensing interval. It is found that the one status

change of the PU outperforms the considered system for the same LSCP in the same sensing interval.

The reason is less estimation error occurred in LSCP for the case of one status change of the PU.

The rest of the chapter is organized as follows: Section 7.2 deals with the system model. Section 7.3

presents the detailed performance analysis. In this section, LSCP along with CuSum based weighing

scheme is presented in additive Laplacian noise. Section 7.4 presents the results with ROC, followed

by a brief conclusion of the work in Section 7.5.

7.2 System Model

The null and alternate hypotheses are denoted as Ho and H1, respectively. The received symbol at

the cognitive terminal under the random arrival and departure of the PU can be expressed as

Ho : ym =


nm, m = 1, . . . , ϑo

sm + nm, m = ϑo + 1, ϑo + 2, . . . , ϑ′
o

nm, m = ϑ′
o + 1, ϑ′

o + 2, . . . , N ;

H1 : ym =


sm + nm, m = 1, . . . , ϑ1

nm, m = ϑ1 + 1, ϑ1 + 2, . . . , ϑ′
1

sm + nm, m = ϑ′
1 + 1, ϑ′

1 + 2, . . . , N,

(7.1)

where 1 < ϑo < ϑ′
o < N and 1 < ϑ1 < ϑ′

1 < N . Here, ϑo and ϑ1 are first transitions of the PU and ϑ′
o

and ϑ′
1 are the second ones. The N indicates the total number of samples present during the sensing

period. The sm is the unknown PU signal and nm denotes sample of the Laplacian noise with mean 0

and variance 2κ2, where κ is the scale parameter of the Laplacian noise. Similarly, for one PU change,
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the system model can be expressed as

Ho : ym =

 sm + nm, m = 1, . . . , ϑo

nm, m = ϑo + 1, ϑo + 2, . . . , N ;

H1 : ym =

 nm, m = 1, . . . , ϑ1

sm + nm, m = ϑ1 + 1, ϑ1 + 2, . . . , N.

(7.2)

7.3 Performance Analysis

In this section, the LSCP estimation is presented along with CuSum based weighing scheme [146].

Then, the expressions of PD and PF are derived.

The LSCP estimation is obtained using Maximum Likelihood Estimation (MLE). The PU signal

sm is assumed to be unknown constant C. The joint MLE of C, ϑo and ϑ′
o under hypothesis Ho is

determined by minimizing the following cost function [146]

JHo
(C, ϑo, ϑ

′
o) =

ϑo∑
m=1

|ym|+
ϑ′
o∑

m=ϑo+1

|ym − C|+
N∑

m=ϑ′
o+1

|ym| . (7.3)

Similarly, under H1, the cost function to be minimized can be expressed as

JH1(C, ϑ1, ϑ
′
1) =

ϑ1∑
m=1

|ym − C|+
ϑ′
1∑

m=ϑ1+1

|ym|+
N∑

m=ϑ′
1+1

|ym − C| . (7.4)

Here, the estimated values of ϑ′
o and ϑ′

1 are denoted as ϑ̂′
o and ϑ̂′

1, respectively. Dynamic programming

is used for the same [30].

Now, with ϑ̂′
o and ϑ̂′

1, the effective hypotheses H ′
o and H ′

1 can be expressed as

H ′
o : ym = nm; m = ϑ̂′

o + 1, ϑ̂′
o + 2, . . . , N

H ′
1 : ym = sm + nm; m = ϑ̂′

1 + 1, ϑ̂′
1 + 2, . . . , N. (7.5)

After LSCP estimation, the CuSum based weighted samples are used in the following three detec-

tors.

7.3.1 Sample Mean Detector

The decision statistic can be expressed as [146]

Υ(y) =
1

N − lscp

(
N−lscp∑
m=1

(N − lscp −m+ 1)yN−m+1

)
, (7.6)
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where lscp denotes the last status change point of the PU, i.e., lscp ∈ {ϑ̂′
o, ϑ̂

′
1}. Now, using the CLT [63],

the PDF of Υ(y) can be expressed as Gaussian under both the hypotheses. Under hypothesis H ′
o, the

mean of Υ(y) can be expressed as

E
[
Υ(y)

]
= 0, (7.7)

and the variance of Υ(y) can be expressed as

var
[
Υ(y)

]
=

2κ2

6

{
(N − ϑ̂′

o + 1)
{
2(N − ϑ̂′

o) + 1
}

(N − ϑ̂′
o)

}
. (7.8)

Similarly, under hypothesis H ′
1, the mean of Υ(y) can be expressed as

E
[
Υ(y)

]
=

C

2

{
N − ϑ̂′

1 − 1

}
, (7.9)

while, the variance of Υ(y) can be expressed as

var
[
Υ(y)

]
=

2κ2

6

{
(N − ϑ̂′

1 + 1)
{
2(N − ϑ̂′

1) + 1
}

(N − ϑ̂′
1)

}
, (7.10)

where E[·] and var[·] denote mean and variance, respectively. Derivation of (7.7) and (7.8) are given in

Appendix II.1 and Appendix II.2, respectively. Derivations of (7.9) and (7.10) are given in Appendix

II.3 and Appendix II.4, respectively. It should be noted here that similar steps as given in the

Appendices to calculate mean and variance for SMD are followed in case of ED as well as i-AVCD.

7.3.2 improved-Absolute Value Cumulation Detection

The decision statistic can be expressed as

Υ(y) =
1

N − lscp

(
N−lscp∑
m=1

(N − lscp −m+ 1) |yN−m+1|P
)
. (7.11)

Now, using the CLT, the PDF of Υ(y) can be expressed as Gaussian under both the hypotheses.

Under hypothesis H ′
o, the mean of Υ(y) can be expressed as

E
[
Υ(y)

]
=

κPΓ(P + 1)
(
N − ϑ̂′

o + 1
)

2
. (7.12)

Similarly, variance of Υ(y) can be expressed as

var
[
Υ(y)

]
=

κ2P
{
Γ(2P + 1)− Γ2(P + 1)

}
6

×

{
(N − ϑ̂′

o + 1)
{
2(N − ϑ̂′

o) + 1
}

(N − ϑ̂′
o)

}
, (7.13)
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where Γ(v) =
∫ +∞
0

e−ttv−1dt is the complete Gamma function [77]. Similarly, under hypothesis H ′
1,

the mean of Υ(y) can be expressed as

E
[
Υ(y)

]
=

uo(P )× (N − ϑ̂′
1 + 1)

2
, (7.14)

and variance of Υ(y) can be expressed as

var
[
Υ(y)

]
=

vo(P )

6
×

{
(N − ϑ̂′

1 + 1)
{
2(N − ϑ̂′

1) + 1
}

(N − ϑ̂′
1)

}
, (7.15)

where

uo(P ) =
κP

2
exp

(
|C|√
2κ2

)
Γ

(
P + 1,

|C|√
2κ2

)
+

κP

2
exp

(
−|C|√
2κ2

)
Γ

(
P + 1

)
+

κP

2
exp

(
−|C|√
2κ2

)
Mo

(
P,

|C|√
2κ2

)
. (7.16)

Here, Mo(w, x) =
∫ x

0
ettwdt, Γ(w, x) =

∫∞
x

e−ttw−1dt is the upper incomplete Gamma function [77],

and

vo(P ) = uo(2P )× u2
o(P ). (7.17)

7.3.3 Energy Detection

The decision statistic can be expressed as

Υ(y) =
1

N − lscp

(
N−lscp∑
m=1

(N − lscp −m+ 1)y2N−m+1

)
. (7.18)

Now, using the CLT, the PDF of Υ(y) can be expressed as Gaussian under both the hypotheses.

Under hypothesis H ′
o, the mean of Υ(y) can be expressed as

E
[
Υ(y)

]
= κ2

(
N − ϑ̂′

o + 1
)
, (7.19)

while, the variance of Υ(y) can be expressed as

var
[
Υ(y)

]
=

20κ4

6

{
(N − ϑ̂′

o + 1)
{
2(N − ϑ̂′

o) + 1
}

(N − ϑ̂′
o)

}
. (7.20)

Similarly, under hypothesis H ′
1, the mean of Υ(y) can be expressed as

E
[
Υ(y)

]
=

N − ϑ̂′
1 + 1

2

{
2κ2 + C2

}
, (7.21)
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and the variance of Υ(y) can be expressed as

var
[
Υ(y)

]
=

1

6

{
(N − ϑ̂′

1 + 1)
{
2(N − ϑ̂′

1) + 1
}

(N − ϑ̂′
1)

}
×
{
20κ4 + C4 + 8κ2C2

}
. (7.22)

Finally, the PF and PD in each case can be expressed as

PF = Prob
{
Υ(y) > Ψ|H ′

o

}
= Q

 Ψ− E[Υ(y)|o]√
var
[
Υ(y)|H ′

o

]
 . (7.23)

Similarly,

PD = Prob
{
Υ(y) > Ψ|H ′

1

}
= Q

Ψ− E
[
Υ(y)|H ′

1

]
√
var
[
Υ(y)|H ′

1

]
 . (7.24)

Here, Ψ is the detection threshold obtained using the NP test.

7.4 Simulation Results

In this section, the performance of the considered schemes is presented with ROC. After estimating

the LSCP, CuSum based weighted samples are applied for the detection schemes such as SMD, ED

and i-AVCD. Using the NP test, detection threshold Ψ is determined from (7.23) and subsequently,

PD is obtained using (7.24). It can be observed from Table 5.1 that optimum P for i-AVCD remains

around 0.1 with varying PF and γ. Hence, P = 0.1 is chosen for simulations in the case of i-AVCD

scheme. Here, γ denotes the average SNR defined as γ = (1/N)
N∑

m=1
(s2m)/(2κ2). The ROC for the

considered schemes is presented for i-AVCD, SMD and ED.

Table 7.1: PD for dynamic PU with one transition within sensing period at γ = −5 dB, N = 100,
P = 0.1 and PF = 0.1.

Dynamic PU with one transition

Detection
Schemes

LSCP
with CuSum

(Ch.[7])

Random arrival and
departure of the PU

(Ch.[6])

Random arrival/
departure of the PU

based on CSS
(Ch.[5])

θAT/θDT = 1 θAT/θDT = 20 OR Majority AND
i-AVCD 0.985 0.721 0.8 0.9 0.58 0.2
AVCD 0.95 0.65 0.72 0.88 0.52 0.18
SMD 0.9311 NA NA NA NA NA
ED 0.51 0.36 0.48 0.61 0.36 0.1

Figure 7.1 shows the ROC for the considered schemes at γ = −5 dB, ϑo = 30 and ϑ′
o = 40.

Further, it is assumed that ϑ1 = 10, ϑ′
1 = 40 and N = 50. At PF = 0.1, the values of PD for LSCP
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Figure 7.1: ROC for LSCP estimation based CuSum to SMD, ED and i-AVCD at N = 50 and γ = −5
dB.

estimation based CuSum to SMD, i-AVCD and ED are 0.6252, 0.7488 and 0.22, respectively. It can

be seen that the i-AVCD outperforms the remaining two schemes. Besides this, the simulation results

are also presented for all three schemes. The close matching of the simulation results with analytical

counterpart validates our analysis.
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Figure 7.2: ROC for the LSCP estimation based CuSum to SMD, ED and i-AVCD and conventional
schemes at N = 50 and γ = −10 dB.

Figure 7.2 shows the ROC for the considered schemes at γ = −10 dB, ϑo = 30 and ϑ′
o = 40.

Further, it is assumed that ϑ1 = 10, ϑ′
1 = 50 and N = 50. The performance of the three schemes is

shown without the LSCP and CuSum based decision statistics. They are referred to as conventional

schemes. At PF = 0.1, the values of PD for LSCP estimation based CuSum to SMD, i-AVCD and ED

are 0.3497, 0.4138 and 0.1361, respectively. For conventional sensing schemes such as SMD, i-AVCD
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and ED, the values of PD are 0.307, 0.3659 and 0.1352, respectively. It can be seen that the considered

schemes outperform the conventional schemes.

Figure 7.3 shows the ROC for the SMD scheme with ‘two PU changes’ at γ = −20 dB. It is

assumed that ϑo = 10 and ϑ′
o = 30. Further, it is assumed that ϑ1 = 10, ϑ′

1 = 30 and N = 100.

Besides this, the performance of ‘one PU change’ is also presented in which only one transition of PU

is there at ϑo and ϑ1 under Ho and H1, respectively, with total samples of N in the sensing time.

After applying LSCP estimation using dynamic programming, the ϑ̂o and ϑ̂1 have been obtained.

Then, CuSum based SMD scheme is used using ϑ̂o and ϑ̂1. It is assumed that N = 100, ϑo = 30,

ϑ1 = 30, and γ = −20 dB. For a fair comparison between the two, the effective sensing time is kept

at 30 samples and total samples in sensing time at 100. At PF = 0.1 and γ = −5 dB, the values of
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Figure 7.3: ROC of the LSCP estimation based CuSum to SMD for one PU status change and two
PU status changes at γ = −5, −20 dB and N = 100.

PD for LSCP estimation based CuSum to SMD with one PU change and two PU changes are 0.9311

and 0.681, respectively, which subsequently reduce to 0.2091 and 0.1671 at γ = −20 dB. It can be

seen that the SMD scheme with one PU change outperforms the scheme with two PU changes. The

reason behind this is less error in estimating LSCP in case of one PU change.

Finally, in Table 7.1, the performance of dynamic PU with one transition, presented in this chapter,

has been compared with the performance achieved in the previous two chapters in term of detection

probability PD. The ϑo and ϑ1 are assumed to be 30. We have assumed γ = −5 dB and N = 100.

Further, it is assumed that P = 0.1 for i-AVCD and PF = 0.1. In this chapter, we have presented the

i-AVCD, AVCD and ED schemes modified with CuSum. In Chapter 5, the Poisson process modeled

the random transitions of the PU. The performance of dynamic PU was dependent on the dynamic

parameters such as θAT and θDT . Similarly, Chapter 6 presented the CSS scheme under the random

arrival and departure of the PU where each Mo CR used localized detection schemes such as i-AVCD,

AVCD and ED modified with dynamic parameters such as θAT and θDT . Finally, different CSS fusion
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schemes were used at the FC to deliver the final decision on the availability of the PU. It is observed

that the detection schemes used in this chapter outperform the schemes used in Chapters 5 and 6.

7.5 Conclusion

In this Chapter, the effect of the dynamic behavior of the PU was observed on the ROC in the additive

Laplacian noise channel. The dynamic behavior of the PU was assumed using two status changes of

the PU in the fixed sensing time. The LSCP was estimated by dynamic programming and then PU

was detected using the samples available from the LSCP to the end of sensing time by ignoring the

samples before LSCP and boosting the samples after LSCP. Then, CuSum based weighted samples

were used in the detection schemes such as i-AVCD, SMD and ED. The expressions of PD and PF

were derived for all three schemes. The ROC for the considered schemes was presented and it was

found that the i-AVCD outperforms the remaining two schemes. The simulation results were also

presented and found to be in a close match with their analytical counterparts. The performance

of the considered schemes was compared with the conventional schemes, where no LSCP or CuSum

based weighted samples were used. In this case, the considered schemes outperform the conventional

schemes. Next, the considered schemes with two PU status changes were compared with one PU status

change. It is concluded that detection schemes with one PU status change outperform the schemes

with two PU status changes due to less estimation error in LSCP. Finally, the performance of the

detection schemes used in the previous two chapters has been compared with the schemes used in this

chapter. It is observed that LSCP estimation when applied with CuSum based weighted samples in

the considered detection schemes outperform the schemes used in the previous two chapters. In the

next chapter, we will present the performance of the spectrum sensing schemes for dynamic PU with

multiple transitions.
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Chapter 8

Spectrum Sensing for Dynamic PU

With Multiple Transitions in ALN

In this chapter, spectrum sensing for dynamic PU is presented in additive Laplacian noise. Further,

the dynamic behavior of PU is assumed, where their transitions in both the null and the alternate

hypotheses are modeled by two state Discrete Time Markov Chain (DTMC). The PU signal is as-

sumed to be quadrature amplitude modulated (M -QAM) with ‘M ’ modulation order. The Markov

parameters are τs and τd, which represent an average number of samples present during the active

(ON) state and idle (OFF) state of the PU, respectively. Further, the τd and τs are functions of the

Transition Probability Matrix (TPM) in DTMC. For spectrum sensing, perfect information of the

TPM or in other words, τd and τs has been assumed at the cognitive terminal. Then, the detection

scheme such as i-AVCD is used with the TPM. We refer to this scheme as a modified i-AVCD and

derive the resulting detection variable along with the threshold. In the detection variable, the re-

ceived samples at the cognitive terminal are raised to a positive exponent P with 0 < P ≤ 2. The

analytical expressions of the PD and PF have been derived and the results are presented using ROC

for the modified scheme. Besides this, simulation results are also presented and found to be in a

close match with their analytical counterparts. The effect of increasing modulation order M on the

detection performance has been explored. A special case of M -QAM at M = 2, which refers to the

BPSK modulation scheme for PU is also presented. Further, special cases of the i-AVCD scheme at

P = 1 and P = 2, i.e., modified AVCD and modified ED, respectively, have been presented. Finally,

the performance of the modified i-AVCD scheme is compared with the conventional i-AVCD scheme,

where information on DTMC or in other words TPM, is not available at the cognitive terminal. It is

found that the modified scheme outperforms the conventional scheme. The conclusion is presented at

the end of this chapter.
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8.1 Introduction

The case of dynamic PU with one and two transitions has been presented in the previous chapters.

However, in such cases of dynamic PU, a limited number of transitions were assumed. In a real-

time scenario, there may not be any limitations on the number of transitions [138–142]. The case

of multiple transitions of the PU has been proposed in [148], where PU changed its status multiple

times. In this case, the performance of the spectrum sensing schemes has been analyzed in term

of throughput versus sensing period. It has been shown in [149] that multiple PU changes caused

significant degradation in the detection performance using the ED scheme. The principle of the

Markov chain based spectrum sensing lies in the fact that the transition from one state to another

depends on the current state occupied [30]. The Markov chain has been evaluated in different ways

to model the scenario of dynamic PU in the Gaussian noise [153–157].

In this chapter, a modified detection scheme is proposed using i-AVCD and the underlying Markov

parameters, where Markov parameters are used to model the dynamic PU based spectrum sensing.

This modified detection scheme has been referred to as modified i-AVCD. The M -QAM modulation

scheme is assumed for PU. Similar to [97, 116], a non-fading channel has been assumed in additive

Laplacian noise environment. It is assumed that Markov parameters τs and τd are known at the SU,

where τs and τd represent average number of samples present during active period and idle period,

respectively. The ON-state (active-state) to OFF-state (inactive-state) transitions and vice-versa are

determined by the TPM. The transition probabilities, which correspond to the ON-state to OFF-state

transitions of the PU are derived from the TPM. The analytical expressions of PD and PF have been

derived. A special case of M -QAM at M = 2 has been presented, which means BPSK modulation

scheme for the PU. Two special cases of modified i-AVCD at P = 1 and P = 2, referred to as

modified AVCD and modified ED, respectively, are also presented. Simulation results are presented

for the modified scheme and a close match between simulations and their analytical counterparts

validates our analysis.

The rest of the chapter is organized as follows: Section 8.2 presents the proposed system model in

dynamic PU scenario using i-AVCD as a detection scheme. In this section, the random appearance

and disappearance of the PU are modeled in term of two-state DTMC. The principle of the Markov

chain is also explained which models dynamic PU activities. Section 8.3 presents the performance

analysis of dynamic PU with modified i-AVCD and two special cases of it. Section 8.4 presents the

simulation results with ROC, followed by a brief conclusion in Section 8.5.

8.2 System Model

In this section, the dynamic scenario of PU is presented. The active or inactive state of the PU happens

in a random fashion. In this case, it is assumed that there can be multiple random transitions of the

PU from ON-state to OFF-state and vice-versa under hypotheses Ho and H1.
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Figure 8.1 shows the random behavior of the PU in ON and OFF states within the sensing interval

N .

Figure 8.1: Dynamic PU activity under the null-hypothesis and alternate hypothesis within the sensing
period N showing multiple transitions.

The active state of the PU has a certain duration, which is exponentially distributed with mean

τs. The PDF of the exponentially distributed active period is represented as 1
τs

exp(− x
τs
). Simi-

larly, the idle period of the PU is exponentially distributed with mean τd, and its PDF represented

as 1
τd

exp(− x
τd
). When these periods are sampled at some specified sampling frequency, τs and τd

represent average number of samples present during the active and idle periods, respectively. The re-

ceived symbol at the cognitive terminal under the random appearance (ON-state) and disappearance

(OFF-state) of the PU can be expressed as

Ho : ym = g
(N−m)
00 nm

∣∣∣
m=1,2,3,...,N00

+ g
(N−m)
01 sm

∣∣∣
m=1,2,3,...,N01;

H1 : ym = g
(N−m)
10 nm

∣∣∣
m=1,2,3,...,N10

+ g
(N−m)
11 sm

∣∣∣
m=1,2,3,...,N11,

(8.1)

where m denotes the number of sensing samples. Here, N is the aggregate sensing samples present

during the sensing period. The sm is the M -QAM (Quadrature amplitude modulation) PU signal

where ‘M ’ denotes modulation order. The nm represents the Laplacian noise with mean 0 and variance

2κ2.

Now, g00, g01, g10, g11 represent one step transition probabilities, which are determined using (8.2).

The corresponding sensing samples are denoted as l00, l01, l10, l11, which can be obtained using (8.4).

Further, the N00, N01, N10, N11 represent sensing samples corresponding to (N −m) step transition

probabilities, which are obtained using (8.5). These transition probabilities and corresponding sensing

samples indeed depend on the values of Markov parameters τs and τd.

It is assumed that the active period and inactive period of the PU are mutually exclusive. Hence,

they can be modeled by two state DTMC. In DTMC modeling of the PU, the transition from the
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ON-state to the OFF-state and vice-versa is represented using transition probabilities present in the

TPM. One step TPM is represented as [30]

Tmatrix =

g00 g01

g10 g11



=
τdτs
τd+τs


1

τs
+

1

τd
e
−
(

1
τs

+ 1
τd

)
1

τd
− 1

τd
e
−
(

1
τs

+ 1
τd

)

1

τs
− 1

τs
e
−
(

1
τs

+ 1
τd

)
1

τd
+

1

τs
e
−
(

1
τs

+ 1
τd

)

 , (8.2)

where gij represents transition of the PU from the ith state to the jth state. Both i and j have

two states, i.e., i, j∈ {0, 1}. At the end of the sensing interval, a total of N samples are collected.

Transition probabilities are determined when PU makes transition from ith state to the jth state at

any sampling instant m = 1, 2, 3, . . . , N . Hence, one step transition probability must be modified to

(N −m) step transition probability as

T
(N−m)
matrix =

g(N−m)
00 g

(N−m)
01

g
(N−m)
10 g

(N−m)
11

 . (8.3)

Corresponding to the PU to be in state j ∈ {0, 1}, given the PU is in state i ∈ {0, 1} at sampling

instant m = 1, 2, . . . , N , modified number of sensing samples can be expressed as [153]

lij = gij ×N. (8.4)

The expression of lij consists of gij as one of its constituent terms. As explained earlier, τd and τs

denote average number of sensing samples present during the idle and active periods, respectively. As

gij depends on τd and τs, lij also depends on τd and τs. Hence, lij denotes average number of sensing

samples. From (8.4), average number of sensing samples during PU transitions from ith state to jth

state can be represented in term of (N −m) step transition probability as

Nij = l
(N−m)
ij = g

(N−m)
ij ×N. (8.5)

With reference to the hypotheses shown in (8.1), the modified i-AVCD scheme is represented as [97]

Υ(y)
H1

≷
Ho

Ψ, (8.6)

where under Ho, Υ(y) can be expressed as

Υ(y) =

N00∑
m=1

g
(N−m)
00 |ym|P +

N01∑
m=1

g
(N−m)
01 |ym|P ; (8.7)
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while under H1, Υ(y) can be expressed as

Υ(y) =

N10∑
m=1

g
(N−m)
10 |ym|P +

N11∑
m=1

g
(N−m)
11 |ym|P . (8.8)

Here, y = [y1, y2, . . . , yNij
] and i, j ∈ {0, 1} and Ψ is the detection threshold which is obtained by

performing NP test.

8.3 Performance Analysis

In this section, the analytical expressions of PF and PD have been derived. For this, the PDF of Υ(y)

is required for both hypotheses. Now, using Generalized CLT, the PDF of Υ(y) can be approximated

as Gaussian with specified mean and variance under both the hypotheses [64]. Hence, the expressions

of PF and PD can be determined in the form of Q-function as

PF = Prob

{
Υ(y) > Ψ|Ho

}
= Q

Ψ− E
[
Υ(y)|Ho

]
√

var
[
Υ(y)|Ho

]
 (8.9)

and

PD = Prob

{
Υ(y) > Ψ|H1

}
= Q

Ψ− E
[
Υ(y)|H1

]
√

var
[
Υ(y)|H1

]
 , (8.10)

where E
[
Υ(y)|Ho

]
and var

[
Υ(y)|Ho

]
represent mean and variance under hypothesis Ho, while

E
[
Υ(y)|H1

]
and var

[
Υ(y)|H1

]
represent mean and variance under hypothesis H1. The detection

threshold Ψ can be determined corresponding to PF as shown in (8.9). The NP test is used for the

same. Subsequently,PD is determined from 8.10.
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8.3.1 Average SNR (γ) under both the hypotheses Ho and H1

With reference to the expressions of Ho and H1 given in (8.1), noise power Pn and signal power Ps

under hypothesis Ho can be represented as

Ho : Pn =

N00∑
m=1

E

[{
g00

N−mnm

}2
]

= 2κ2

{
g00

2(N−1) + g00
2(N−2) + · · ·+ g00

2(N−m00)

}
;

Ps =

N01∑
m=1

E

[{
g01

N−msm

}2
]
;

=
f2
oEs

M

{
g01

2(N−1) + g01
2(N−2) + · · ·+ g01

2(N−m01)

}
, (8.11)

where Es denotes the energy of the PU signal. The M denotes modulation order of M -QAM PU

signal which equals to 2, 4, 16 and 64. The fo represents normalizing factor of M -QAM PU signal

which can be expressed as [174]

fo =


√

3
2(M−1) , for M = 4, 16, 64;

1, for M = 2.

(8.12)

Here M = 2 is a special case of M -QAM which represents BPSK modulation scheme. The modulation

order M = 4 denotes QPSK.

Similarly, Pn and Ps under hypothesis H1 can be represented as

H1 : Pn =

N10∑
m=1

E

[{
g10

(N−m)nm

}2
]

= 2κ2

{
g10

2(N−1) + g10
2(N−2) + · · ·+ g10

2(N−m10)

}
;

Ps =

N11∑
m=1

E

[{
g11

(N−m)sm

}2
]

=
f2
oEs

M

{
g11

2(N−1) + g11
2(N−2) + · · ·+ g11

2(N−m11)

}
. (8.13)

Now, the resulting average SNR γ can be represented as

γ = Ps/Pn. (8.14)
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8.3.2 Mean and variance of Υ(y) under Ho and H1

Now, mean E
[
Υ(y)

]
under hypothesis Ho can be expressed as

E
[
Υ(y)

]
= ζo

N00∑
m=1

g
(N−m)
00 + ζ1

N01∑
m=1

g
(N−m)
01 , (8.15)

where ζo can be derived as [97]

ζo = κPΓ(P + 1), (8.16)

and ζ1 can be derived as [97]

ζ1 =
κP

M
exp

(
ϕo

√
γ

κ

)
Γ

(
P + 1,

ϕo
√
γ

κ

)
+

κP

M
exp

(
−
ϕo

√
γ

κ

)
Γ (P + 1)

+
κP

M
exp

(
−
ϕo

√
γ

κ

)
Mo

(
P,

ϕo
√
γ

bl

)
. (8.17)

Here, ϕo =

√
M
2∑

m=1
bofo(2m− 1), bo = log2(M), Mo(u, v) =

∫ v

0
ettudt and Γ(u, v) =

∫∞
v

e−ttu−1dt is the

upper incomplete Gamma function [77].

Similarly, under Ho, variance can be expressed as

var
[
Υ(y)

]
= σ2

o

N00∑
m=1

{
g
(N−m)
00

}2

+ σ2
1

N01∑
m=1

{
g
(N−m)
01

}2

, (8.18)

where σ2
o can be derived as

σ2
o = κ2P

(
Γ(2P + 1)− Γ2(P + 1)

)
, (8.19)

and σ2
1 can be derived as

σ2
1 =

κ2P

M
exp

(
ϕo

√
γ

κ

)
Γ

(
2P + 1,

ϕo
√
γ

κ

)
+

κ2P

M
exp

(
−
ϕo

√
γ

κ

)
Γ (2P + 1)

+
κ2P

M
exp

(
−
ϕo

√
γ

κ

)
Mo

(
2P,

ϕo
√
γ

κ

)
− ζ21 . (8.20)

The derivations of (8.15) and (8.18) are shown in Appendix III.1 and Appendix III.2, respectively.

Similarly, the mean of Υ(y) under hypothesis H1 can be determined as

E
[
Υ(y)

]
= ζo

N10∑
m=1

g
(N−m)
10 + ζ1

N11∑
m=1

g
(N−m)
11 , (8.21)
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and the variance of Υ(y) under hypothesis H1 can be determined as

var
[
Υ(y)

]
= σ2

o

N10∑
m=1

{
g
(N−m)
10

}2

+ σ2
1

N11∑
m=1

{
g
(N−m)
11

}2

. (8.22)

Special case of M-QAM at M = 2: BPSK PU

In this section, the mean and variance of Υ(y) under hypotheses Ho and H1 are presented for BPSK

PU signal. Substituting the value of M = 2 in the expressions (8.11) − (8.20) obtained for M -QAM

modulation scheme, the signal power and noise power can be expressed as

Ho : Pn =

N00∑
m=1

E

[{
g00

N−mnm

}2
]

= 2κ2

{
g00

2(N−1) + g00
2(N−2) + · · ·+ g00

2(N−m00)

}
;

Ps =

N01∑
m=1

E

[{
g01

N−msm

}2
]

=
Es

2

{
g01

2(N−1) + g01
2(N−2) + · · ·+ g01

2(N−m01)

}
. (8.23)

Similarly,

H1 : Pn =

N10∑
m=1

E

[{
g10

N−mnm

}2
]

= 2κ2

{
g10

2(N−1) + g10
2(N−2) + · · ·+ g10

2(N−m10)

}
;

Ps =

N11∑
m=1

E

[{
g11

N−msm

}2
]

=
Es

2

{
g11

2(N−1) + g11
2(N−2) + · · ·+ g11

2(N−m11)

}
. (8.24)

The average SNR γ can be represented as

γ = Ps/Pn. (8.25)

Now, under hypothesis Ho, mean E
[
Υ(y)

]
can be expressed as

E
[
Υ(y)

]
= ζo

N00∑
m=1

g
(N−m)
00 + ζ1

N01∑
m=1

g
(N−m)
01 , (8.26)

where ζo can be derived as

ζo = κPΓ(P + 1), (8.27)
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and ζ1 can be derived as

ζ1 =
κP

2
exp

(
|√γ|
κ

)
Γ

(
P + 1,

|√γ|
κ

)
+

κP

2
exp

(
−
|√γ|
κ

)
Γ (P + 1)

+
κp

2
exp

(
−
|√γ|
κ

)
Mo

(
P,

|√γ|
bl

)
. (8.28)

Similarly, variance under Ho can be expressed as

var
[
Υ(y)

]
= σ2

o

N00∑
m=1

{
g
(N−m)
00

}2

+ σ2
1

N01∑
m=1

{
g
(N−m)
01

}2

, (8.29)

where σ2
o can be derived as

σ2
o = κ2P

(
Γ(2P + 1)− Γ2(P + 1)

)
, (8.30)

and σ2
1 can be derived as

σ2
1 =

κ2P

2
exp

(
|√γ|
κ

)
Γ

(
2P + 1,

|√γ|
κ

)
+

κ2p

2
exp

(
−
|√γ|
κ

)
Γ (2P + 1)

+
κ2P

2
exp

(
−
|√γ|
κ

)
Mo

(
2P,

|√γ|
κ

)
− ζ21 . (8.31)

Similarly, the mean and variance of Υ(y) under hypothesis H1 can be determined as

E
[
Υ(y)

]
= ζo

N10∑
m=1

g
(N−m)
10 + ζ1

N11∑
m=1

g
(N−m)
11 ,

var
[
Υ(y)

]
= σ2

o

N10∑
m=1

{
g
(N−m)
10

}2

+ σ2
1

N11∑
m=1

{
g
(N−m)
11

}2

. (8.32)

Next, two special cases of the proposed system are presented by assuming P = 1 and P = 2.

8.3.3 Special case I: modified AVCD

Modified AVCD is a special case of modified i-AVCD at P = 1. The decision statistic under hypothesis

Ho can be represented as

Υ(y) =

N00∑
m=1

g
(N−m)
00 |ym|+

N01∑
m=1

g
(N−m)
01 |ym|; (8.33)

while under H1, Υ(y) can be expressed as

Υ(y) =

N10∑
m=1

g
(N−m)
10 |ym|+

N11∑
m=1

g
(N−m)
11 |ym|. (8.34)
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The expressions of PF and PD in this case can be derived by substituting P = 1 in (8.9) and (8.10)

respectively.

8.3.4 Special case II: modified ED

Modified ED is a special case of modified i-AVCD at P = 2. The decision statistic under hypothesis

Ho in this case can be represented as

Υ(y) =

N00∑
m=1

g
(N−m)
00 |ym|2 +

N01∑
m=1

g
(N−m)
01 |ym|2; (8.35)

while under H1, Υ(y) can be expressed as

Υ(y) =

N10∑
m=1

g
(N−m)
10 |ym|2 +

N11∑
m=1

g
(N−m)
11 |ym|2. (8.36)

The expressions of PF and PD in this case can be derived by substituting P = 2 in (8.9) and (8.10)

respectively.

8.4 Simulation Results

In this section, the performance of the proposed scheme is presented using ROC. Without loss of

generality, the value of κ is assumed to be 1 throughout the simulations. The detection threshold Ψ

is obtained using (8.9) for certain values of PF and then PD using (8.10). Subsequently, the effect

of higher order modulation schemes is compared by increasing the modulation order M in M -QAM

modulated PU.
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Figure 8.2: ROC for higher order M -QAM modulation schemes using modified i-AVCD at N = 30,
γ = −2 dB, P = 0.1, τs = 50 and τd = 100.

Figure 8.2 presents the ROC for modified i-AVCD scheme with BPSK, QPSK, 16-QAM and 64-

84



QAM modulation schemes. Here, it is assumed that N = 30, P = 0.1 and γ = −2 dB. Further,

it is assumed that τs = 50 and τd = 100. Corresponding to the values of τs and τd, the values

of one step transition probabilities g00, g01, g10 and g11 are obtained as 0.0297, 0.0003, 0.0006 and

0.0294, respectively. The corresponding analytical results are also presented. It can be seen that the

simulation results closely match with their analytical counterparts. It can be seen that the detection

performance degrades, as we move from BPSK to 64 QAM. The reason is that a higher number

of constellation points varies the mean and variance of the decision statistic of Modified i-AVCD.

Further, a significant variation in the mean and variance results in an adverse influence on the PD.

Table 8.1: Average SNR (γ) for modified i-AVCD corresponding to τd and τs at N = 30, P = 0.1,
M=2 and Es = 1.

Modified-i-AVCD
τd = 100
τs = 50 τs = 100 τs = 500

g00 0.0297 0.0198 0.119
g01 0.0003 0.0002 0.0001
g10 0.0006 0.0002 0.0000
g11 0.0294 0.0198 0.0120
γ|Ho (in dB) −5.4 −4.5 −4
γ|H1 (in dB) −3 −1.9 −0.4

τd = 200
τs = 50 τs = 100 τs = 500

g00 0.0249 0.0149 0.0070
g01 0.0001 0.0001 0.000
g10 0.0005 0.0001 0.0000
g11 0.0245 0.0149 0.0070
γ|Ho (in dB) −7.21 −5.1 −4.5
γ|H1 (in dB) −7.19 −4.5 −3.8

The ROC for modified i-AVCD at a value of P = 0.1, modified AVCD at P = 1, and modified

ED at P = 2 are presented in Figure 8.3. It shows ROC at γ = −2 dB, N = 50, τs = 50, and

τd = 100. Here, BPSK modulation scheme is assumed for the PU. At PF = 0.1, the values of PD for

modified i-AVCD, modified AVCD and modified ED are 0.85, 0.6498 and 0.356, respectively. It can

be observed that the modified i-AVCD outperforms its special cases of modified AVCD and modified

ED. Analytical expressions of PD and PF have been derived. A close match between simulations and

the corresponding analytical counterparts validates our assumption of CLT.

Next, the effect of Markov parameters τd and τs on the ROC is observed. Figure 8.4 shows the

ROC for modified i-AVCD at τs = 50, 100 and 500. Further, it is assumed that τd = 100 and 200

for BPSK modulated PU. Here, P and N are assumed to be 0.1 and 30, respectively. At PF = 0.1,

τs = 50 and τd = 100, the values of PD for modified i-AVCD, modified AVCD and modified ED

schemes are 0.6248, 0.4351 and 0.3237, respectively. These values respectively decrease to 0.2209,

0.1654 and 0.1417 at τd = 200. Thus, the detection performance improves as τs increases. Contrary

to this, the performance degrades, as τd is increased.

The reason for the same is as follows. If τs is increased, the SNR in (8.14) increases due to
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Figure 8.3: ROC for the modified schemes at N = 50, γ = −2 dB, τs = 50, τd = 100 and M = 2, i.e,
BPSK modulation scheme for PU.
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Figure 8.4: ROC for the modified i-AVCD at N = 30, M = 2, P = 0.1 τs = 50, 100, 500 and
τd = 100, 200.

corresponding values of TPM. In fact, the TPM is a function of τs and τd as shown in (8.2). The

variation in γ, conditioned on hypotheses Ho and H1 for different values of τs and τd has been shown

in Table 8.1. It can be seen that as τs in increased from 50 to 500 at τd = 100, the γ increases from −3

dB to −0.4 dB, conditioned on hypothesis H1. The same variation in SNR is also visible conditioned

on hypothesis Ho.

In the case of τd = 200, the same trend can be noticed. Further, the adverse effect of increasing

the value of τd from 100 to 200 at a fixed value of τs = 50 can also be seen as the γ reduces from −3.8

dB to −7.19 dB, which deteriorates the performance in ROC for the higher value of τs. Finally, the

positive effect of increasing τs from 50 to 500 is more for the lower value of τd = 100 compared to the

higher value of τd = 200.

Finally, the ROC for the conventional detection schemes such as i-AVCD, AVCD and ED is pre-
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Figure 8.5: ROC for the modified schemes and their conventional counterparts at N = 50, M = 2,
γ = −2 dB, τd = 100 and τs = 50.

sented in the same dynamic scenario of the PU. In the case of the conventional detection schemes,

Markov parameters τd and τs are not available for detection of the PU at the cognitive terminal.

Figure 8.5 presents the ROC for the modified i-AVCD, modified AVCD and modified ED along with

their conventional counterparts of i-AVCD, AVCD and ED. Here, N is assumed to be 50, M = 2

and γ = −2 dB. Further, τd and τs are assumed to be 100 and 50, respectively. The P is assumed as

0.1. At PF = 0.1, the values of PD for modified i-AVCD, modified AVCD and modified ED schemes

are 0.85, 0.6498 and 0.356, respectively. These values respectively decrease to 0.72, 0.5106 and 0.275

for conventional i-AVCD, AVCD and ED. It can be observed that modified i-AVCD outperforms the

conventional i-AVCD. Similar trend is observed for the other two special cases also. It is due to the

fact that Markov parameters are assumed to be known at the cognitive terminal, which results in

higher average SNR available for the modified i-AVCD scheme compared to the conventional i-AVCD

scheme.

8.5 Conclusion

The i-AVCD scheme was presented for multiple transitions of the PU in the sensing interval, assuming

additive Laplacian noise environment. Apart from this, the M -QAM modulation scheme was assumed

for the PU. The multiple transitions of the PU were modeled by DTMC with underlying parame-

ters of τd and τs, considered for the idle and active periods of the PU, respectively. The detection

scheme i-AVCD was modified by assuming τd and τs at the detection. For this system, analytical

expressions of PD and PF were derived. The performance of this system was shown with ROC using

simulations. A close match between simulations and their analytical counterparts validated our math-

ematical analysis. The effect of increasing the modulation order M on the detection performance was

explored. Then, a special case of M -QAM was presented at M = 2, i.e., BPSK modulation scheme.
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Further, special cases of the proposed system were presented by taking exponent P = 1 and P = 2,

corresponding to modified AVCD and modified ED. Conventional detection technique i-AVCD has

been used without having any knowledge of parameters τd and τs at the detection. It is concluded

that in the modified i-AVCD scheme, the performance decreases with increasing modulation order M .

It is also concluded that the modified i-AVCD scheme outperforms the conventional i-AVCD scheme,

wherein the Markov parameters are not known. In the next chapter, we will present modified detection

schemes for multiple PU transitions when the channel attenuation possesses Rayleigh distribution.
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Chapter 9

Spectrum Sensing for Dynamic PU

With Rayleigh Distributed Channel

Attenuation in ALN

We propose a real-time scenario of dynamic behavior of the PU with multiple transitions under the

Rayleigh Distributed Channel Attenuation (RDCA) for spectrum sensing. We assume MAI as an

additive noise which is modeled using Laplacian noise model. Apart from this, we consider higher

order modulation scheme such as Quadrature Amplitude Modulation (QAM) with its modulation

order M . The Markov chain models the transitions of the PU using transition probabilities (TPs)

which are functions of the Markov Chain Parameters (MCPs) τs and τd. The MCPs are assumed

to be known at the receiver. The TPs are used with i-AVCD to get a modified detection scheme,

referred to as Mr: i-AVCD. The Mr refers to the term ‘modified’ under the effect of MCPs. Special

cases, referred to as Mr: AVCD and Mr: ED are formed for the Mr: i-AVCD scheme at P = 1 and

P = 2, respectively. Further, we consider the case of a multiple antenna system at the receiver. We

derive closed-form expressions of PD and PF . Finally, we present the results using ROC and PD vs.

γ. Our analytical findings are corroborated using a close match between simulations and analytical

results. Besides this, the modified schemes have been compared with the conventional schemes. In

conventional schemes, no information on MCPs is available at the receiver a priori. We find that

the Modified Detection Schemes (MDS) outperform conventional schemes. Further, we observe that

performance of MDS degrades as we increase the value of M . We also observe that the spatial diversity

improves the performance of the MDS.
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9.1 Introduction

Dynamic PU with multiple transitions in the Laplacian noise environment has been presented in

Chapter 8, where attenuation was not considered. However, in a practical scenario, it is important to

consider channel attenuation in the system. Channel attenuation is a combination of path loss, fading

loss and shadowing [175,176]. Time varying attenuation is caused in wideband or frequency selective

fading channel [177]. In contrary to this, attenuation is almost constant and possesses the Rayleigh

distribution in the narrowband fading or flat-fading channel [178,179].

In this thesis, a modified detection scheme is considered that uses MCPs such as τs and τd with

the i-AVCD scheme to model dynamic behavior of the PU in RDCA. This modified scheme is referred

to as Mr: i-AVCD. The Mr refers to the term ‘modified’ under the effect of MCPs. It is assumed

that PU follows QAM scheme. The modulation order of the QAM is denoted as M and it effects

the performance of the scheme. We discuss BPSK as one of the special cases of QAM at a fixed

value of M = 2. Further, ALN environment is considered. Apart from this, it is assumed that the

information on MCPs is available at the SU a priori. The closed-form expressions of PD and PF have

been derived. Two special cases of Mr: i-AVCD are also discussed at P = 1 which corresponds to

Mr: AVCD scheme, and P = 2 which corresponds to Mr: ED scheme. For the proposed system,

simulation results are presented that closely follows their analytical counterparts.

The remaining sections are organized as follows: Section 9.2 presents the system model for dynamic

PU with multiple transitions with RDCA. Section 9.3 presents the performance analysis of the MDS.

In Section 9.4, we evaluate the performance of the Mr: i-AVCD with a diversity scheme such as EGC.

Section 9.5 presents the modified version of the SL-PCA scheme, denoted as Mr: SL-PCA. Section

9.6 presents simulation results before concluding briefly in Section 9.7.

9.2 System Model

In this section, we present dynamic behavior of the PU with multiple random transitions within the

sensing period. It is not feasible to have complete absence or presence of PU during hypotheses Ho

and H1. In hypothesis Ho, we assume that for first N00 samples, PU is in OFF state. Thereafter, PU

transits from OFF state to ON state as shown in (9.1). Similarly, in hypothesis H1, we assume that

for first N11 samples, PU is in ON state. Thereafter, PU transits from ON state to OFF state. The

ON and OFF states of PU have exponential distribution with respective means as τs and τd and their

corresponding probability density functions of 1
τs

exp(− x
τs
) and 1

τd
exp(− x

τd
) [147].

After sampling of these periods, MCPs such as τs and τd represent an average of aggregate samples

present when PU is in ON and OFF states, respectively. The received symbol at the CR terminal can
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be represented as

Ho : ym = g
(L)
00 nm

∣∣∣
m=1,2,...,N00

+ g
(L)
01 um

∣∣∣
m=N00+1,N00+2...,N00+N01;

H1 : ym = g
(L)
10 nm

∣∣∣
m=1,2,...,N10

+ g
(L)
11 um

∣∣∣
m=N10+1,N10+2,...,N10+N11,

(9.1)

where um = hmsm + nm, m = 1, 2, 3, . . . , N{ij}. Here, N{ij} denotes the modified sensing samples

with transition probabilities. Further, N denotes the initial aggregate sensing samples such that

N > N{ij}. The sm represents PU signal with QAM modulation. The hm denotes the channel

attenuation which is static for N{ij} samples. Further, it possesses Rayleigh distribution [177]. The

nm denotes the Laplacian noise with its mean and variance of 0 and 2κ2, respectively. The κ represents

the scale parameter of the ALN. Here, nm models MAI. The respective PDFs of the Laplacian noise

and channel attenuation are expressed as

fnm
(x) =

1

2κ
exp

(
−|x|

κ

)
,

fhm
(x) =

x

α2
exp

(
− x2

2α2

)
, (9.2)

where α is the scale parameter of the RDCA. The m{ij} denotes one-step transition probability of the

PU from ith state to jth state with i, j ∈ {0, 1} at any value of sampling instant m. The corresponding

sensing samples are denoted as I{ij}. An aggregate of N samples are present initially. Thereafter, PU

may randomly transit from ith state to jth state at any instant of m = N,N − 1, N − 2 · · · , N − I{ij}.

Hence, one-step transition probability (OSTP) needs to be modified to ‘L’-step transition probability

(LSTP), where L = N − m. The random transitions of PU from one state to another state can be

represented in terms of TPs. The OSTPs can be obtained using (8.2). During one step transition,

PU transits to state j ∈ {0, 1} conditioned on i ∈ {0, 1} at any two consecutive instants of n. Hence,

sensing samples are modified as

Iij = mij ×N. (9.3)

Further, I00+I01 = N and I10+I11 = N . Similarly, LSTPs can be represented using transition matrix

obtained in 8.3. During L step transition, PU transits to state j ∈ {0, 1} conditioned on i ∈ {0, 1} at

any instant of sampling m = 1 to I{ij}. Average sensing samples are now modified as

N{ij} = I
(L)
{ij} = m

(L)
{ij} ×N. (9.4)
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Using (9.4), an aggregate number of modified samples

0 < N00 +N01 < N ;

0 < N10 +N11 < N. (9.5)

With reference to the hypotheses shown in (9.1), the Mr: i-AVCD scheme can be represented

as [97]

Υ(y)
H1

≷
Ho

Ψ, (9.6)

where

Υ(y) =
∑
n

m
(L)
{ij}|ym|P . (9.7)

Under hypothesis Ho, Υ(y) can be represented as

Υ(y) =

N00∑
m=1

g
(L)
00 |ym|P +

N00+N01∑
n=N00+1

g
(L)
01 |ym|P . (9.8)

Similarly, under hypothesis H1, we have

Υ(y) =

N10∑
m=1

g
(L)
10 |ym|P +

N10+N11∑
m=N10+1

g
(L)
11 |ym|P . (9.9)

Here, y =
[
y1, y2, . . . yI′

{ij}

]
and Ψ is the detection threshold obtained using NP approach.

9.3 Performance Analysis

In this section, we derive closed-form expressions of PF and PD. The CLT approximates the PDF of

Υ(y) to Gaussian distribution [63]. Hence, PF can be represented as

PF = Pr
{
Υ(y) > Ψ|Ho

}
= Q

(
Ψ− E[Υ(y)|Ho]√

var[Υ(y)|Ho]

)
. (9.10)

Similarly, PD can be represented as

PD = Pr
{
Υ(y) > Ψ|H1

}
= Q

(
Ψ− E[Υ(y)|H1]√

var[Υ(y)|H1]

)
, (9.11)

where Q(·) represents the Q-function with Q(v) = 1√
2π

∫ +∞
v

exp
(
− t2

2

)
dt. The E[Υ(y)|Ho] and

var[Υ(y)|Ho] denote the mean and variance under hypothesis Ho. Similarly, mean and variance under

hypothesis H1 are denoted as E[Υ(y)|H1] and var[Υ(y)|H1], respectively. The detection threshold Ψ
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corresponding to PF can be obtained from (9.10). Subsequently, we derive the expression of PD.

9.3.1 Average SNR under Ho and H1

Under hypothesis Ho, noise power Pn can be represented as

Pn = 2κ2

{
g00

2
(
N−1

)
+ g00

2
(
N−2

)
+ · · ·+ g00

2
(
N−N00

)
+ g01

2
(
N−N00

)

+ g01
2
(
N−N00−1

)
+ · · ·+ g01

2
(
N−N00−N01

)}
. (9.12)

Similarly, signal power Ps can be represented as

Ps =

N00+N01∑
m=N00+1

E

[{
g01

(L)sm

}2
]

=
2α2f2

oEs

M

{
g01

2
(
N−N00

)
+ g01

2
(
N−N00−1

)
+ · · ·+ g01

2
(
N−N00−N01

)}
, (9.13)

where Es denotes the energy of the QAM modulated PU signal. The respective derivations of Pn and

Ps are given in (V.1) and (V.2) of Appendix V. The normalizing factor of modulated PU signal can

be represented as [174]

fo =


√

3
2(M−1) , for QPSK, 16-QAM, 64-QAM;

1, for BPSK

(9.14)

where M is assumed as 2, 4, 16, and 64 representing BPSK, QPSK, 16-QAM, and 64-QAM, respec-

tively.

Similarly, under hypothesis H1, Pn and Ps can be represented as

Pn = 2κ2

{
g10

2
(
N−1

)
+ g10

2
(
N−2

)
+ · · ·+ g10

2
(
N−N10

)
+ g11

2
(
N−N10

)

+ g11
2
(
N−N10−1

)
+ · · ·+ g11

2
(
N−N10−N11

)}
;

Ps =
2α2f2

oEs

M

{
g11

2
(
N−N10

)
+ g11

2
(
N−N10−1

)
+ · · ·+ g11

2
(
N−N10−N11

)}
. (9.15)

The respective derivations of Pn and Ps are given in (V.3) and (V.4) of Appendix B. Finally, the

ratio of Ps and Pn yields the average SNR as

γ = Ps/Pn. (9.16)
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9.3.2 Mean and variance of Υ(y)

Now, mean under hypothesis Ho can be expressed as

E[Υ(y)] = Φo

N00∑
m=1

g
(L)
00 +Φ1

N00+N01∑
m=N00+1

g
(L)
01 . (9.17)

The Φo and Φ1 can be derived as

Φo = κPΓ
(
P + 1

)
,

Φ1 = exp
(
− uP

)
Γ
(
P + 1, u

)
ln
(
|u|
)
exp

(
− uP

)
+ exp

(
− uP

)
Γ
(
P + 1

)
+ exp

(
− aP

)
Γ
(
P + 1, a

)
ln
(
|a|
)
H

(
aP+1,

1

2
, uP+1

)
, (9.18)

where

u =
α2ϕo

√
γ

2κ2
; a =

αϕo
√
γ

√
2κ

,

ϕo =

√
M
2∑

m=1

bofo(2m− 1); bo = log2(M),

H(u, v, w) =
1

Γ(u)

{∫ ∞

0

e−wttu−1(1 + t)v−u−1dt

}
. (9.19)

Here, H(u,v,w) is the confluent hypergeometric function [77]. Similarly, under hypothesis Ho, variance

can be expressed as

var[Υ(y)] = σ2
o

N00∑
m=1

{
g
(L)
00

}2

+ σ2
1

N00+N01∑
m=N00+1

{
g
(L)
01

}2

, (9.20)

where σ2
o and σ2

1 can be derived as

σ2
o = κ2P

(
Γ(2P + 1)− Γ2(P + 1)

)
,

σ2
1 = exp

(
− u2P

)
Γ
(
2P + 1, u

)
ln
(
|u|
)
exp

(
− u2P

)
+ exp

(
− u2P

)
Γ
(
2P + 1

)
+ exp

(
− a2P

)
Γ
(
2P + 1, a

)
ln
(
|a|
)
H

(
a2P+1,

1

2
, u2P+1

)
− Φ2

1. (9.21)

Similar steps are followed to obtain the mean and variance of Υ(y) under hypothesis H1. We have

E[Υ(y)] = Φo

N10∑
m=1

g
(L)
10 +Φ1

N10+N11∑
m=N10+1

g
(L)
11 ,

var[Υ(y)] = σ2
o

N10∑
m=1

{
g
(L)
10

}2

+ σ2
1

N10+N11∑
m=N10+1

{
g
(L)
11

}2

. (9.22)

The Algorithm 1 presents Mr: i-AVCD based sensing scheme.
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Algorithm 1 Mr: i-AVCD based sensing scheme for dynamic PU with multiple transitions

Require: {N,P, κ} ≥ 0;
Require: g00, g01, g10 and g11 ▷ For fixed τs and τd using (8.2)
1: Calculate I{ij} using (9.3) ▷ I00 + I01 = N ; I10 + I11 = N
2: for m = I{ij}, I{ij} + 1, · · · , N do
3: L=N-m
4: Calculate mL

{ij}
5: Calculate N{ij}= N{mL

{ij}}
6: Generate nm = [w1, w2, · · ·w{N{ij}}] and um = [u1, u2, · · ·u{N{ij}}].
7: for i = 1, 2, · · · , length(PF ) do
8: true decision=0. ▷ initial variable for true detection
9: Evaluate Ψ using (9.10).

10: for j = 1, 2, · · · ,M do
11: Generate ym from (9.1). ▷ There will be N10 values of nm and N11 values of um

12: final decision statistic=0.
13: for m do=1: N{ij} ▷ ij = 10
14: decision statistic=|nm(m)|P
15: for m do=1: N{ij} ▷ ij = 11
16: decision statistic=|ym(m)|P
17: final decision statistic=final decision statistic+decision statistic.

18: if final decision statistic≥ Ψ then
19: true decision=true decision+1

20: PD(i)=true decision/M. ▷ detection Probability at each value of PF

9.4 EGC with Mr: i-AVCD

In this section, we analyze the performance of EGC with Mr: i-AVCD scheme when SU is equipped

with K number of receiver antennas. We have neglected the correlation between antennas. Further,

it is assumed that channel attenuation is independent for all antennas. The system model can be

represented as

Ho : ym,k′ = g
(L)
00 wm,k′

∣∣∣
m=1,2,...,N00

+ g
(L)
01 um,k′

∣∣∣
m=N00+1,N00+2...,N00+N01;

H1 : ym,k′ = g
(L)
10 wm,k′

∣∣∣
m=1,2,...,N10

+ g
(L)
11 um,k′

∣∣∣
m=N10+1,N10+2,...,N10+N11,

(9.23)

where k′ = 1, 2, . . . ,K. All K antennas present at the receiver combines the received observations

over sensing period. The decision statistic can be represented as

Υ(y) =
∑
n

{
K∑

k′=1

m
(L,k′)
{ij} |ym,k′ |P

}
. (9.24)

Under hypothesis Ho, Υ(y) can be represented as

Υ(y) =

N00∑
n=1

{
K∑

k′=1

g
(L,k′)
00 |ym,k′ |P

}
+

N00+N01∑
n=N00+1

{
K∑

k′=1

g
(L,k′)
01 |ym,k′ |P

}
. (9.25)
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Similarly, under hypothesis H1, we have

Υ(y) =

N10∑
n=1

{
K∑

k′=1

g
(L,k′)
10 |ym,k′ |P

}
+

N10+N11∑
n=N10+1

{
K∑

k′=1

g
(L,k′)
11 |ym,k′ |P

}
. (9.26)

Finally, the EGC with Mr: i-AVCD scheme can be represented as

Υ(y)
H1

≷
Ho

Ψ, (9.27)

where Ψ is the detection threshold obtained using NP approach. The mean and variance under Ho

can be represented as

E[Υ(y)] = Φ′
o

N00∑
m=1

g
(L)
00 +Φ′

1

N00+N01∑
m=N00+1

g
(L)
01 ,

var[Υ(y)] = σ2′

o

N00∑
m=1

{
g
(L)
00

}2

+ σ2′

1

N00+N01∑
m=N00+1

{
g
(L)
01

}2

, (9.28)

where Φ′
o = KΦo, Φ

′
1 = KΦ1, σ

2′

o = Kσ2
o and σ2′

1 = Kσ2
1 . Similarly, under hypothesis H1, we have

E[Υ(y)] = Φo

N10∑
m=1

g
(L)
10 +Φ1

N10+N11∑
m=N10+1

g
(L)
11 ,

var[Υ(y)] = σ2′

o

N10∑
m=1

{
g
(L)
10

}2

+ σ2′

1

N10+N11∑
m=N10+1

{
g
(L)
11

}2

. (9.29)

The mean and variance under both hypotheses for Mr: AVCD can be obtained by substituting P = 1

in (9.28) and (9.29). Similarly, the mean and variance for Mr: ED can be found by substituting

P = 2 in (9.28) and (9.29).

9.5 Mr: SL-PCA

The SL-PCA has been proposed as an improved detection scheme for a multiple antenna system for

static PU. The PU signal distorted with ALN is passed through a soft-limiter. Using SL-PCA, decision

statistic can be expressed as [117]

Υ(y) =

N∑
n=1

{
K∑

k′=1

FS(ym,k′)

}2

, (9.30)
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where soft limiting function FS(v) can be expressed as

FS(v) =


1, S < v

1
S v, −S ⩽ v ⩽ S

−1, v < −S.

(9.31)

The S denotes the degree of softness. With an increase in S, the limiter becomes softer and probability

of detection increases. We modify the SL-PCA detection scheme for the dynamic PU environment.

We call it Mr: SL-PCA detection scheme. Hence, the modified decision statistic can be represented

as

Υ(y) =
∑
n

m
(L)
{ij}

{
K∑

k′=1

FS(ym,k′)

}2

. (9.32)

Under hypothesis Ho, Υ(y) can be represented as

Υ(y) =

N00∑
n=1

g
(L,k′)
00

{
K∑

k′=1

FS(ym,k′)

}2

+

N00+N01∑
n=N00+1

g
(L,k′)
01

{
K∑

k′=1

FS(ym,k′)

}2

. (9.33)

Similarly, under hypothesis H1, we have

Υ(y) =

N10∑
n=1

g
(L,k′)
10

{
K∑

k′=1

FS(ym,k′)

}2

+

N10+N11∑
n=N10+1

g
(L,k′)
11

{
K∑

k′=1

FS(ym,k′)

}2

. (9.34)

The mean and variance of (9.33) and (9.34) can be derived in the same way as obtained in Section

9.3.2. Finally, the Mr: SL-PCA scheme can be represented as

Υ(y)
H1

≷
Ho

Ψ, (9.35)

where Ψ is the detection threshold obtained using NP approach.

9.6 Simulation Results

In this section, we present the performance of the modified schemes such as Mr: i-AVCD, Mr:

AVCD, and Mr: ED with receiver operating characteristics (ROC) and PD vs. γ using Monte Carlo

simulations. Further, α and S are assumed to be 5 and 0.2, respectively, throughout the simulations.

The values of g00 and g01 are determined as 0.03 and 0.0003, respectively. Similarly, the corresponding

values of g10 and g11 are 0.0006 and 0.0294. We assume RDCA for the considered detection schemes.

Using (9.10), we obtain detection threshold Ψ for corresponding values of PF . Finally, using (9.11), we

obtain PD. Without loss of generality, we assume the values of Es and κ to be 1 for simulations. Under

hypothesis Ho and H1, total number of PU transitions are N01 + 1 and N10 + 1, respectively [146].
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Figure 9.1: ROC using Mr: i-AVCD with RDCA for QAM schemes at τs = 50, τd = 100, N = 100,
γ = −2 dB.
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Figure 9.2: ROC for the MDS with RDCA at τs = 50, τd = 100, N = 50, γ = 2 dB and M = 2.

Figure 9.1 presents ROC using Mr: i-AVCD scheme (P = 0.1) for different values of modulation

order M = 2, 4, 16 and 64. We assume τs = 50 and τd = 100. Further, γ and N is assumed to be

−2 dB and 100, respectively. We observe that simulations closely match with analytical results. The

performance of the scheme improves with decrease in the value of M . It is due to the fact that as

M increases, constellation points of the QAM schemes comes closer. Thus, mean and variance of the

proposed Mr: i-AVCD based decision statistic are adversely effected. It results in decrease in the

value of PD with increase in M .

Figure 9.2 presents ROC for Mr: i-AVCD (P = 0.1), Mr: AVCD (P = 1) and Mr: ED (P = 2).

For this, we assume N = 50, τs = 50 and τd = 100. Further, γ is assumed as 2 dB. Besides this,

we also assume the BPSK modulation scheme , i.e., M = 2 for the PU. Using PF and PD obtained

in (9.10) and (9.11), respectively, ROC is presented. At PF = 0.1, the respective values of PD for
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Mr: i-AVCD, Mr: AVCD and Mr: ED schemes are 0.967, 0.851 and 0.756. The Mr: i-AVCD
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Figure 9.3: PD vs. SNR for MDS with RDCA at τs = 50, τd = 100, N = 100, PF = 0.1 dB and
M = 2.
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Figure 9.4: ROC for the MDS and their conventional counterparts at N = 50, P = 0.1, γ = −2 dB
and M = 2.

outperforms its special cases of P = 1 and P = 2, which corresponds Mr: AVCD and Mr: ED,

respectively. The fact that simulation results closely match their analytical counterparts validates our

interpretation of the CLT.

Figure 9.3 presents PD vs. SNR plot of MDS such as Mr: i-AVCD, Mr: AVCD and Mr: ED.

The range of SNR γ is from −10 to 10 dB. We assume PF to be 0.1. Further, it is assumed that

τd = 100, τs = 50 and M = 2. We observe that Mr: i-AVCD outperforms Mr: AVCD and Mr: ED

over a wide range of γ.

We present ROC of the modified schemes such as Mr: i-AVCD, Mr: AVCD and Mr: ED along

with their conventional counterparts in Figure 9.4. In conventional schemes, we assume that no
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information on MCPs τs and τd is available at the SU a priori. Here, N is assumed to be 50. Further,

we assume τd = 100, τs = 50, γ = −2 dB and M = 2. For the Mr: i-AVCD, we have assumed the

value of P as 0.1. We observe that Mr: i-AVCD outperforms its conventional counterpart. The two

special cases considered likewise show a similar trend. For modified schemes, higher average SNR

is available than the conventional schemes since MCPs are assumed to be known at the cognitive

terminal a priori.
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Figure 9.5: ROC for the MDS showing the effect of attenuation and non-attenuation at N = 50,
τd = 100, τs = 50, γ = −2 dB and M = 2.
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Figure 9.6: ROC for the Mr: i-AVCD with EGC and Mr: SL-PCA for different K at N = 50,
S = 0.2 and γ = −10 dB.

We compare the performance of MDS assuming both channel attenuation and non-attenuation

scenarios and present the results with ROC in Figure 9.5. In a non-attenuation scenario, the channel

coefficient hm is assumed as 1. Further, N is assumed as 50. Further, we assume τd = 100, τs = 50,

γ = −2 dB and M = 2. We observe that the performance of MDS without channel attenuation
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outperforms the attenuation counterparts as expected.

Finally, we consider a multiple antenna scenario at the CR terminal, where a CR is equipped

with K number of receiver antennas. We have neglected correlation between antennas. We use

diversity schemes such as EGC followed by Mr: i-AVCD scheme at the CR terminal. Further, we

also modify the prevailing SL-PCA detection scheme for the dynamic PU scenario and call it Mr:

SL-PCA detection scheme. We observe that performance of the scheme improves with an increase in

the number of antennas K. Figure 9.6 presents the performance of Mr: i-AVCD with EGC and Mr:

SL-PCA detection schemes for K = 2 and K = 10. We assume τd = 100, τs = 10 and γ = −10 dB. It

is observed that the performance significantly improves with diversity schemes such as Mr: i-AVCD

with EGC and Mr: SL-PCA with an increase in the number of receiver antennas at a low value of

SNR.

9.7 Conclusion

We considered multiple PU transitions in the sensing interval with the Mr: i-AVCD spectrum sensing

technique, assuming ALN environment. We also assumed Rayleigh distribution to model the channel

attenuation. For PU, we assumed QAM modulation scheme with its modulation order M . The

underlying MCPs τd and τs were considered while modeling the random transitions of the PU. Further,

the assumption of MCPs at the cognitive terminal modified the i-AVCD scheme. We derived closed-

form expressions of PD and PF for the MDS. We have shown the performance of the MDS using

ROC and PD vs. average SNR. Our mathematical analyses were validated by simulations that closely

matched with their analytical counterparts. We presented the effect of M on ROC for Mr: i-AVCD

scheme. We considered the BPSK modulation scheme as one of the special cases of QAM at a

fixed value of M = 2. Further, we discussed special cases of P = 1 which corresponds to Mr:

AVCD, and P = 2 which corresponds to Mr: ED schemes. We also discussed the conventional

detection technique for Mr: i-AVCD with an assumption that MCPs τd and τs are not available

at the cognitive terminal a priori. We compared the effect of increasing the number of receiver

antennas K on the detection performance. We conclude that the ROC for the Mr: i-AVCD scheme

improves as M decreases and vice-versa. We also conclude that the performance of the Mr: i-AVCD

scheme improves with an increase in the number of receiver antennas K. Further, the Mr: i-AVCD

scheme outperforms its conventional counterpart. Finally, we observe that the channel attenuation

deteriorates the performance of the considered modified scheme.
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Chapter 10

Conclusion

In this section, we present a brief conclusion of our research work.

Spectrum sensing in cognitive radio is a challenging topic for the effective utilization of the licensed

spectrum. We have considered seven different system models of spectrum sensing, assuming additive

Laplacian noise environment. In the first two models, we assumed the static behavior of the PU and

used modified versions of the coherent detector (MCD). More precisely, in the MCD, we have used

exponent P in the detection variable, where 0 < P ≤ 2. Using simulations, we observed that the ROC

performance improves for P < 1 up to optimum value Po. Below Po, no significant improvement was

achieved. Subsequently, we improved the detection performance by using a centralized CSS scheme.

In this scheme, each surrounding CR performed localized sensing using the MCD scheme. Then, they

sent their hard decisions to the fusion center, where all the received decisions were logically combined

according to fusion schemes such as CSS: AND, CSS: OR and CSS: majority. We conclude that CSS:

OR outperformed the other two fusion schemes. Next, in order to deal with the real communication

scenario, we shifted our focus from the case of static PU to dynamic PU. Here, we assumed that the

PU is not known. The rate of random arrival and/or departure rate of the PU followed the Poisson

process. In this case, the probability of the non-arrival of the PU followed the Poisson distribution.

We considered the i-AVCD scheme, with AVCD and ED as its special cases at P = 1 and P = 2,

respectively. Next, we improved the performance of the i-AVCD scheme in the dynamic PU scenario

using the CSS scheme. The performance was improved over a specified range of γ in the case of

CSS: majority fusion scheme. Next, we increased the number of transitions of the PU from 1 to

2. We estimated the LSCP of the PU. Then, we use the samples available from the LSCP to the

end of sensing samples to detect the PU. We conclude that the i-AVCD scheme outperformed the

prevailing SMD and ED schemes. Next, we extend our work from two PU transitions to multiple

PU transitions. In this work, multiple PU transitions were modeled using Markov parameters. We

assumed M -QAM modulation for the PU. It was assumed that Markov parameters were known to the

receiver. The i-AVCD with Markov parameters was referred to as Modified i-AVCD. We conclude that

the modified i-AVCD and its two special cases such as modified AVCD and modified ED outperformed
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corresponding conventional schemes such as i-AVCD, AVCD and ED. Finally, we assumed random

channel attenuation modeled by Rayleigh distribution, in the dynamic PU environment. Here also,

we assumed multiple transitions of PU using Markov parameters. We also used diversity techniques

such as EGC and SL-PCA to further improve the detection performance. We conclude that the

performance of modified i-AVCD deteriorates due to the presence of attenuation coefficients. However,

the performance was improved using SL-PCA and EGC. In the case of the Poisson distribution, we

derived the closed-form expressions of PF and plot the ROC using simulations. For other cases, we

derived closed-form expressions of PD and PF and shown the ROC. We also presented simulation

results and found a close match between analysis and simulation results.

10.1 Future Scope

In this section, we discuss the future scope of our work discussed above.

• The Laplacian noise is a special case of generalized noises such as McLeish noise and GGN.

Besides this, these noises also model several other impulsive noises such as Dirac Delta noise and

specific atmospheric noise. Hence, further research could look into considering these generalized

noises to model dynamic PU.

• In the considered system models for spectrum sensing (Chapter 3-8), the effect of channel fading

is not considered. However, in Chapter 9, the Rayleigh distributed channel attenuation is

considered. It would be highly interesting to include the effect of channel fading in the system

model for modeling of the dynamic PU.

• In Chapter 9, a multiple antenna scenario at the CR is considered. One can also consider a

multiple antenna scenario at the PU. The application of Multiple Input Multiple Output (MIMO)

transmit-receive diversity techniques in such a scenario would be an interesting area to explore.

• The cooperative spectrum sensing scheme (CSS) is explored using hard decision fusion at the

fusion center. However, one can also investigate the soft decision fusion scheme of CSS for

dynamic PU.

• We have focused on modeling of the transition of the PU using different dynamic parameters

such as arrival and/or departure rate, Markov parameters, etc. In practice, another factor such

as the Doppler effect also affects the detection performance. It would be interesting to consider

the Doppler effect in spectrum sensing.
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Appendix I

Appendix: Derivation of mean and

variance under Ho and H1

In this section, we include proofs of E
[
wP

1

]
, var

[
wP

1

]
, E
[
uP
1

]
and var

[
uP
1

]
.

I.1 Proof of expectation E
[
wP

1

]
E
[
wP

1

]
=

∫ ∞

−∞
xP fw1

(
x
)
dx

=
1

2κ
√
γ

{∫ 0

−∞
xP exp

(
−
∣∣x∣∣
κ
√
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)
︸ ︷︷ ︸
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dx+
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−
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κ
√
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, (I.1)

where fw1
represents the PDF of w1. Now, β1 and β2 can be solved as

β1 =

∫ 0

−∞
xP exp

(
−
∣∣x∣∣
κ
√
γ

)
dx

=

∫ 0

−∞
xP exp

(
x

κ
√
γ

)
dx. (I.2)

Let x
κ
√
γ = −t, dx = −κ

√
γdt, hence (I.2) can be expressed as

β1 =

∫ 0

∞
− exp (−t)κ

√
γ(−tκ

√
γ)P dt

=

∫ ∞

0

exp (−t)
√
γ
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(−t)PκP+1dt

= (−1)PκP+1

∫ ∞

0

exp (−t)(
√
γ)P+1(t)P dt

= (−1)PκP+1(
√
γ)P+1Γ(P + 1), (I.3)
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where Γ (v) =
∫ +∞
0

exp (−t)tv−1dt.

From (I.1), β2 can be expressed as

β2 =

∫ ∞

0

xP exp

(
−
∣∣x∣∣
κ
√
γ

)
dx. (I.4)

Let x
κ
√
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√
γdt, hence (I.4) can be expressed as
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E
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I.2 Proof of variance var
[
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where

E
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β
′

1 and β
′

2 can be obtained by applying similar concepts used to solve β1 and β2 in (I.3) and (I.5) as

β
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In the similar way, E2
[
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1

]
is obtained by squaring the E

[
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1

]
derived in (I.6). Subsequently, the

variance can be calculated by substituting the values of E2
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1

]
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in the expression obtained

in (I.7).
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= −t and dx = −codt, we get
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ξ′1 and ξ′2 can be derived using similar steps involved in the analytical derivation of ξ1 and ξ2 as
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derived in (I.17). Finally, variance is derived using

the expression given in (I.18).
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Appendix II

Appendix: Derivation of mean and

variance under H ′
o and H ′

1

In this section, we include proofs of E
[
Υ(y)

]
and var

[
Υ(y)

]
under H ′

o and H ′
1. Here, for convenience,

E
[
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]
and var
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]
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o are respectively denoted as E
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and var
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o

]
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II.1 Proof of E
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From (7.6), we have
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Expanding the above expression, we get
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As nN , nN−1, nN−2 . . . are all iid, hence

E
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II.2 Proof of var
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Expanding the above expression, we get
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As nN , nN−1, nN−2 . . . are all iid, hence E
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]
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]
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II.4 Proof of var
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Appendix III

Appendix: Derivation of mean and

variance under Ho and H1 for

dynamic PU based on Markov

parameters

In this section, we include proofs of E
[
Υ(y)|Ho

]
and var

[
Υ(y)|Ho

]
.

III.1 Derivation of E
[
Υ(y)|Ho

]

Υ(y)|Ho =

N00∑
m=1

g
(N−m)
00 |ym|P +

N01∑
m=1

g
(N−m)
01 |ym|P . (III.1)

Hence,

E[Υ(y)|Ho] = E

[N00∑
m=1

g
(N−m)
00 nm

∣∣∣
m=1,2,...,N00

]
︸ ︷︷ ︸

β1

+E

[N01∑
m=1

g
(N−m)
01 sm

∣∣∣
m=1,2,...,N01

]
︸ ︷︷ ︸

β2

. (III.2)

Now, solving β1 and β2, we get

β1 = E

[N00∑
m=1

g
(N−m)
00 nm

∣∣∣
m=1,2,...,N00

]

= E

[
g
(N−1)
00 n1 + g

(N−2)
00 n2 + · · ·+ g

(N−m00)
00 nN00

]
, (III.3)
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where n1, n2, . . . , nN00
are assumed to be independent and identically distributed (i.i.d). Hence,

E[n1] = E[n2] = · · · = E[nN00
] = ζo. Hence,

β1 = ζoE

[
g
(N−1)
00 + g

(N−2)
00 + · · ·+ g

(N−m00)
00

]

= ζo

{
g
(N−1)
00 + g

(N−2)
00 + · · ·+ g

(N−m00)
00

}

= ζo

N00∑
m=1

g
(N−m)
00 . (III.4)

Similarly,

β2 = ζ1

N01∑
m=1

g
(N−m)
01 . (III.5)

III.2 Derivation of var
[
Υ(y)|Ho

]

Υ(y)|Ho =

N10∑
m=1

g
(N−m)
10 |ym|P +

N11∑
m=1

g
(N−m)
11 |ym|P . (III.6)

Hence,

var[Υ(y)|Ho] = var

[N10∑
m=1

g
(N−m)
10 nm

∣∣∣
m=1,2,...,N10

]
︸ ︷︷ ︸

ξo

+ var

[
N11∑
m=1

g
(N−m)
11 sm

∣∣∣
m=1,2,...,N11

]
︸ ︷︷ ︸

ξ1

. (III.7)

Now, solving ξo and ξ1, we get

ξo = var

[N10∑
m=1

g
(N−m)
10 nm

∣∣∣
m=1,2,...,N10

]

= var

[
g
(N−1)
10 n1 + g

(N−2)
10 n2 + · · ·+ g

(N−m10)
10 nN10

]
, (III.8)
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where n1, n2, . . . , nN10
are assumed to be independent and identically distributed (i.i.d). Hence,

var[n1] = var[n2] = · · · = var[nN10
] = σ2

o . Hence,

ξo = σ2
ovar

[
g
(N−1)
10 + g

(N−2)
10 + · · ·+ g

(N−m10)
10

]

= σ2
o

[{
g
(N−1)
10

}2

+
{
g
(N−2)
10

}2

+ · · ·+
{
g
(N−m10)
10

}2
]

= σ2
o

N10∑
m=1

{
g
(N−m)
10

}2

. (III.9)

Similarly,

ξ1 = σ2
1

N11∑
m=1

{
g
(N−m)
11

}2

(III.10)
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Appendix IV

Appendix: Gamma functions and

its derivatives

We have used Gamma functions in few chapters. In this section, we include some of the mathematical

intricacies of Gamma functions [180].

Γ (v) =

∫ +∞

0

e−ttv−1dt, (IV.1)

where t > 0. Splitting the above gamma function about a point i ≥ 0, we obtain

γ (v, i) =

∫ i

0

e−ttv−1dt, (IV.2)

where γ (v, i) is known as lower-incomplete gamma function. Similarly, upper incomplete gamma

function can be represented as

Γ (v, i) =

∫ ∞

i

e−ttv−1dt. (IV.3)

Clearly, Γ (v, i) + γ (v, i) = Γ(v) for all v > 0 and i ≥ 0. Using the fundamentals of Calculus,

d

di
γ(v, i) = − d

di
Γ(v, i)

= e−iiv−1. (IV.4)

Further,

d

dv
γ(v, i) =

∫ i

0

e−ttv−1logtdt. (IV.5)

As v → ∞, both γ(v, i) and Γ(v, i) tends to infinity.
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Appendix V

Appendix: Derivation of average

signal-to-noise ratio under Ho and

H1

V.1 Derivation of average signal-to-noise ratio under Ho

With reference to Eq. (9.1), under hypothesis Ho, noise power Pn can be represented as

Pn =

I′
00∑

n=1

E

[{
m00

(L)wn

}2
]
+

I′
00+I′

01∑
n=I′

00+1

E

[{
m01

(L)wn

}2
]

= 2b2l

{
m00

2
(
N−1

)
+m00

2
(
N−2

)
+ · · ·+m00

2
(
N−I′

00

)
+m01

2
(
N−I′

00

)
+m01

2
(
N−I′

00−1
)
+ · · ·+m01

2
(
N−I′

00−I′
01

)}
.

(V.1)

Similarly, signal power Ps can be represented as

Ps =

I′
00+I′

01∑
n=I′

00+1

E

[{
m01

(L)sn

}2
]

=
2α2e2oEQ

M

{
m01

2
(
N−I′

00

)
+m01

2
(
N−I′

00−1
)
+ · · ·+m01

2
(
N−I′

00−I′
01

)}
. (V.2)
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V.2 Derivation of average signal-to-noise ratio under H1

Under hypothesis H1, Pn and Ps can be represented as

Pn =

I′
10∑

n=1

E

[{
m10

(L)wn

}2
]
+

I′
10+I′

11∑
n=I′

10+1

E

[{
m11

(L)wn

}2
]

= 2b2l

{
m10

2
(
N−1

)
+m10

2
(
N−2

)
+ · · ·+m10

2
(
N−I′

10

)
+m11

2
(
N−I′

10

)
+m11

2
(
N−I′

10−1
)
+ · · ·+m11

2
(
N−I′

10−I′
11

)}
.

(V.3)

Similarly, signal power Ps can be represented as

Ps =

I′
10+I′

11∑
n=I′

10+1

E

[{
m11

(L)sn

}2
]

=
2α2e2oEQ

M

{
m11

2
(
N−I′

10

)
+m11

2
(
N−I′

10−1
)
+ · · ·+m11

2
(
N−I′

10−I′
11

)}
. (V.4)

.
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