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ABSTRACT

In today’'s era of System on Chip (SoC) a custom chigomposed of different

embedded modules such as microprocessor, analog and mixedlsige digital logic

and of course the integral part of all i.e. memoriesréMthan 50% of all the designs
today have embedded memories implemented in them whigr @ more than 60% of
total die area. While embedded memory presents signifsyastem performance and cost
reduction advantages, it also brings its own testing sssliest vector style are not
suitable for verifying embedded memory arrays, as theyt@o costly because of the
time spent in the manufacturing tester grows expongnéalithe embedded memory die
area increases. This problem can be alleviated byemgiting embedded memory built
in self-test (BIST). In simplistic terms Memory BIS3 an on-chip utility that enables the
execution of a proven set of algorithmic style veaifion tests directly on the memory
array. These tests can be executed at the designsptedating frequency to prove the

memory array operations and identify errors caused ipydgfects.

This thesis work consists of study and development of deBIST for memories of
different size and types. Analysis and modification wrldone on new shared BIST
architecture for multiple memories. The analysis hasven that the new BIST
architecture greatly improves the speed performanceedBt8T while reducing the area.
Study of BIST compiler development through C programming dred scripting in
UNIX environment has been done to support the tearadomiler development. Major
development work has been carried out on dedicated BIS&5imm high speed Single-
Port SRAM memory.

After the insertion of BIST into the design, validatiof new design is done which
includes simulation, synthesis, gate simulation, forreglivalence check between
different levels of RTL, and code coverage analysisi #f@ automation of these
validation tasks a tool has been made using the sheligoning in UNIX environment.

The updation of the shell script of this tool is a drthis project work.
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BIST for 65nm High-speed Memory Introduction

CHAPTER 1

INTRODUCTION

A VLSI chip is manufactured through a series of steps thablve chemical,
metallurgical, and optical processes. Out of a set gkalpenerated, if the yield of good
chip is 75% then on an average 25% of the manufactured wiiigse faulty. Thus, at
the end of VLSI manufacturing process we always havstifigg” which isolates the
good chips from bad ones#danufacturing test helps to detect physical defects (e.g.,
shorts or opens) prior to delivering the packaged circoient-users. Inadequate testing
will have some faulty chips shipped to the customer hAtdame time, the cost of testing
directly increases the over all cost of the chip.

Due to the rapid progress in the very large-scale integr@V/LSI) technology, an

increasing number of transistors can be fabricated ansingle silicon die. Transistor
feature size on a VLSI chip reduces roughly by 10.5% eweay, yesulting in a transistor
density increase of roughly 22.1% every year. For exanaplstate-of-the-art 130 nm
complementary metal-oxide semiconductor (CMOS) proaadblogy can have up to
eight metal layers, poly gate lengths as small as 80 munsiticon densities of 200K-

300K gates/mm2 [10]. The on-chip clock frequency has alseased up to 1 GHz for
the latest VLSI circuits. However, although miliongaistegrated circuits (ICs) can be
manufactured, the increased chip complexity requires roandt sophisticated test
methods. Hence, manufacturing test is becoming an egabdichnology that can
improve the declining manufacturing yield, as well as idrthe production cost, which
is on the rise due to the escalating volume of test dathtesting times. Therefore

reducing the cost of manufacturing test, while improving tést quality required to
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achieve higher product reliability and manufacturing yiélds already been established

as a key task in VLSI design.
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Figure 1.1: VLSI circuit transistor density [1]

For a VLSI chip to be manufactured, we must have aiegrdesign and a set of tests.

The following questions characterize testing of complestems-

» Can tests that detect all faults be assured?
* Can test development time be kept low enough to be eccal@m

» Can test execution time be kept low enough to be ecacatimi

Design for testability (DFT) refers to those designcpcas that allow us to answer the
above questions in the affirmative. There are spebid techniques for each type of

component in an electronic system.
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1.1 Digital Test Methodologies: ATE vs. BIST

Input Test | Circuit Under Output
Vectors [ Test(CUT) — Response

Correct
Response — Comparator Q‘
Date l

Pass/Fall

Figure 1.2: Basic Principal of Digital Testing

The basic principle of manufacturing testing is illustiaite Figure 1.2. Circuit under test
(CUT) can be the entire chip or only a part of thg ¢b.g., a memory core or a logic
block). Based on the techniques how the test vectera@plied to the CUT and how the
output responses are compared, there are two main diedtictest electronic circuits:
external testing using automatic test equipment (ATE) atstnal testing using built-in
self-test (BIST). When external testing is employd®, input test vectors and correct
response data are stored in the ATE memory. Input &xdbnrs are generated using
ATPG tools, while correct response data is obtainedutfh circuit simulation. For
external testing, the comparison is carried out ortdkter. Although the ATE-based test
methodology has been dominant in the past, as trantisfmn ratio and circuit operating
frequencies continue to increase, there is a growing gayebn the ATE capabilities and
circuit test requirements. The main limitations of AdiE:

« The time spent in the manufacturing the tester grows req@lly as the

embedded memory die area increases.
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* The up gradation of test equipment is not happening witlsdahee rate due the
high cost involved.

» Design operating frequencies have increased up to 2 GHz.

* 1/O pads fail at high frequencies (~ 400 MHz).

» Extra interconnects increase the routing congestion.

ATE limitations make BIST technology an attractivéealative to external test for
complex chips. Embedded RAM memories are perhaps the héydesof digital circuit
to test, because memory testing requires delivery afga imumber of pattern stimuli to
the memory and the readout of an enormous amount oihfaeination. The difficulty
and time required to propagate all of that informatioough the various glue logic and
busses in an embedded core chip almost forces the nsadry BIST.

BIST is a design-for-test (DFT) method where part efdincuit is used to test the circuit
itself (i.e., test vectors are generated and test nssgoare analyzed on-chip). BIST
needs only an inexpensive tester to initialize BI$€udry and inspect the final results
(pass/fail and status bits). However, BIST introducesaelogic, which may induce
excessive power in the test mode, in addition to patepérformance penalty and area
overhead.

It is important to note that the main problem witgitoBIST lies in the computational
overhead required to synthesize compact and scalablep&ttirn generators and
response analyzers such that high fault coverage isvachin low testing time and with
limited interaction to external equipment. In contraiie to the regular memory block
structure and simple operations of memory cores, merBd8f (MBIST) can be
implemented using compact and scalable test pattern gerseeatd response analyzers
and it can rapidly achieve high fault coverage for cefftactional fault models

1.2 System-on-a-Chip Test Challenges

As process technologies continue to shrink, designersbdedo integrate all or most
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of the functional components found in a traditional exysbn-a-board (SOB) onto a

single silicon die, called system-on-a-chip (SOC) sTiiachieved by incorporating pre-

designed components, known as intellectual property (IRgscde.g., processors,

memories), into a single chip. While SOCs benefit giesis in many aspects, their

heterogeneous nature presents unique technical challemgeshieve high quality test,

i.e., acceptable fault coverages for the targeted fauders.

1.2.1 Motivation For A Shift From ATE-Based SOC Testing TABIST

Controllability and Observability:

Since most of the input/output (I1/O) ports of these eldbd cores are not
directly connected to the SOC'’s pins, the testahilitg., both the controllability
and the observability [1], is reduced and, unless someasp¥€Tl techniques are
employed, the fault coverage will be lowered.

However, when ATE-based testing is employed (i.e., pa&tand responses are
stored on the tester), since the number of testemelfgis limited in practice, test
concurrency is bounded by the number of these chanmbish can adversely
influence the cost of test. This problem can be adededsy moving the
generation and analysis functions on-chip and use arpansike tester to

initialize, control and observe the final resultshed testing process.

Volume of test data, tester channel capacity and testing time

The volume of test data is determined by the chip contplaerd it grows rapidly
as more IP cores are integrated into a single SOC.ed@bkiest way to deal with
increased volume of test data is to upgrade the testeompemnd use more tester
channels to increase test concurrency, however ighisfeasible since it will
prohibitively increase the ATE cost. A more coseefive approach is to use test
data compaction and/or compression. Test data compaetiones the number of
test patterns in the test set (by discarding test pattaat target faults detected by
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other patterns in the test set) and test data compmnedscreases the number of
bits (that need to be stored for each pattern) and destisated decompression
hardware (either off or on-chip) for real-time decompi@n and application [9].
Test data compaction reduces the volume of test dataveowt is trading-off the
tester channel capacity against the testing timénelfdecompression hardware is
placed on-chip, then test data compression eliminaiesréue-off. Deterministic
BIST is a particular case of test data compressionemiwr compressed bits are
used for BIST initialization (i.e., seeds) and BIST evliation (i.e., signatures).
The benefits of memory BIST technology are justifieaimy by its deterministic

nature.

* Heterogeneous IP cores
Many SOC designs incorporate cores that use differasfitntdogies, such as
random logic, memory blocks, and analog circuitst SOC testing one can use
generic high-performance mixed-signal ATEsS, howeverr thigh production cost
brings limited benefits to complex designs, since cars®g heterogeneous
technologies still need to be tested sequentially, #ngthening the testing time
and ultimately raising the manufacturing test cost.
In addition, embedded core controllability and obserigbissues cannot be
addressed without dedicated on-chip DFT hardware, whosesitgcpistifies a
shift toward BIST. The use of different BIST circuitfgr the appropriate
technologies (logic, memory or analog BIST), incredsath testability and test
concurrency of SOCs comprising heterogeneous IP cores.

» At-speed test
As VLSI technology moves below 100 nm, traditional stuckaalt testing is not
sufficient. This is because unanticipated process wamgti weak bridging
defects, and crosstalk violations (only to mentiorew)fmay cause only timing
malfunctions, which cannot be detected by the stuckutdt fest vectors delivered
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by ATEs whose frequency is lower than the maximum dt¢&fuency. These

logical faults caused by timing-related defects are knosvdeday faults and they
can only be detected when the chip is tested at th¢idaat (rated) speed. This
type of test is called at-speed test. at-speed testecparformed using high-speed
ATEs (however, even the highest performance/cost AlilEde slower than the

fastest new chips), or more cost effectively, by Bifteracting with a low-speed
testers required only to activate the self-test cirguaind to acquire the BIST

signatures.

* Power dissipation

Power dissipation is becoming a key challenge for the ded-micron CMOS
digital integrated circuits. Placing more and more funestion a silicon die has
resulted in higher power/heat densities, which imposa&sgseht constraints on
packaging and thermal management in order to preserve rparfoe and
reliability [11]. There are two major sources of poveemsumption in CMOS
VLSI circuits: dynamic power dissipation, due to capaciswatching,and static
power dissipation, due to leakage and subthreshold -currerts. 2D01
International Technology Roadmap for Semiconductors $)TR.2] anticipates
that power will be limited more by system level cogliand test constraints than
packaging. This is because, if packaging and thermal managgasmeters
(e.g., heat sinks) are determined only based on the idoattoperating
conditions, the higher test switching activity [12] aedttconcurrency will affect
both manufacturing yield and reliability [11].

On the one hand, dynamic power dissipation dominates ctiye power
consumption for digital CMOS technology in 180 nm range ighdr. Dynamic
power dissipation can be analyzed from two different gestsves. Average
power dissipation which stands for the average poweradilover a long period
of operation, and peak power dissipation which is the poeguired in a very
short time period such as the power consumed immedidtely the rising or
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faling edge of the system clock. When considering SCGf, t® achieve high
fault coverage with less test data, the test patteensusually uncorrelated [2].
This means the switching activity during test can diffesm that during
functional operation. In most cases, the testing pasesumption is the higher
one. The switching activity is 35-40% more during scan<bassition test than
that in normal functional mode. For traditional stuckfault test, one
straightforward solution to meet the power constramtt reduce the system
clock frequency during test which implies longer testingetidowever, as descry
—bed in the previous challenge, to test time relatedsfaal-speed testing is
necessary. Consequently, the power dissipation during atidest can exceed
the maximum power limit which may lead to chip malfumes or to burn the
overheated chip.

On the other hand, static power dissipation is becommgnportant component
for low power design and test in 130nm or lower CMOS teldgies with low
gate subthreshold. Power gating is an efficient methodedoice static power
dissipation and it based on disconnecting the idle moduie(s) the power and
ground network to reduce the leakage currents. This techmqparticularly
useful for SOCs with a high number of embedded memories.

All the above mentioned SOC test challenges need tovbecome in order to
reduce the ever-growing cost of manufacturing test whibleng high
manufacturing yield and reliability through satisfactoegttquality. Although the
cost of test is dominated by many factors, such asdbke of production ATEs,
testing time, performance of test automation toolg.(eATPG), area and
performance overhead caused by additional DFT or BISTitiy, it is essential
to balance this cost against the benefits of ermlbigh product reliability and a
fast yield learning curve. As the SOC complexity insesaand more physical
defects manifest themselves only in the timing domaitispeed BIST is
emerging as an essential and necessary technology) edmcenable short time-
to-volume and low cost of manufacturing test. This $® alorrelated to the fact
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that, as total chip area continues to increase, tlexhead associated with
consciously designed BIST architectures is decreasingfotiis of this thesis is
to development of cost-effective BIST architectures @&@nbedded memory

testing.

1.3 Embedded Memory Testing

Memory cells are designed using transistors and/or capscand therefore logic gates
cannot model them. Structural test based on gate latibtncannot be applied to
memory testing. However, as mentioned in the previegtios), memory cores have a
rather regular structure caused by identical memory eeits very simple functional
operations (only read and write), which are very slatédr functional test. Unlike the
case of random logic testing, which needs a large seletdrministic test patterns to
reach the desired fault coverage, functional test progfamembedded memory cores
can be generated by compact and scalable on-chip téstrnpgenerators. Furthermore,
since written data is unaltered in a fault-free memtrg, expected responses can easily
be re-generated on-chip and low overhead comparisontgircan check the correctness
of output responses. Therefore, the complexity of meB&®y circuit is lower than that
of logic BIST. Due to the deterministic nature and higst-tquality of memory test
algorithms, memory BIST has emerged as the stateeedutihpractice in industry.

Being parts of an SOC, embedded memories face the smhehallenges as SOCs.
However, the cost of testing embedded memories has upliaracteristics and it is
influenced by three major components: cost of ATEspufaturing testing time, and
DFT and BIST area/performance overhead. When congidénm challenges faced by
SOC testing, reduced testability, high volume of test,daterogeneous IP cores and at-
speed test, can implementing programmable embedded men®fyaBthitectures solve
all. However, as tens or even hundreds of heterogermaen®ry cores are embedded
into a single SOC, power-constrained test schedulingsgsential to lower the testing
time. In addition, a large number of BISTed memory cdies, memory blocks with

BIST circuitry around them) will also induce high routingdagate area overhead, as well
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as they may adversely influence the memory’s speed., Thhugduce the overall cost of
manufacturing test, it is essential to investigate me@mory BIST architectures for
complex SOCs, which address the above issues.

This thesis work involves the study; analysis and addmgrce features in such a new-
shared BIST architecture developed by the test solugamtof STMicroelectronics
company. Also major development work has been done fiicated BIST architecture
for an embedded individual memory (single-port SRAM, Duat-pSRAM) .The
organization of this thesis and main contributions swenmarized in the following

section.

1.4 THESIS ORGANIZATION

The major development works carried out in this disdertatork are:

* Development and validation of BIST for single-port SRAMemories with
different test options and their combinations.

o The development work is done in Verilog Hardware Desoripti
Language.

0 After the BIST insertion in memory the validation thie whole block is
done which involves the basic validation steps as Rillulation, GATE
simulation, Synthesis, Formal equivalence check, teserage analysis.
of BIST for single-port SRAM.

0 According to the requirements of the end user fore suiT8have been
developed and delivered as a part of second phase of tjos pnaject
work.

* Adding Enhance features in Developed Shared BIST aralmgect

0 Study and analysis of the new Shared BIST architectwelajged by the

team has been done for area and speed benchmarking afchitecture

compared to the existing architecture.

10
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o Enhanced feature such as Address delay decoder test haadokee in the
existing RTL code of this architecture. Validation b&twhole block is

done again.

* BIST compiler development
o0 The BIST compiler development work involves UNIX shsdfipting and
C programming.
o Study of the whole development procedure has been donpaas @f this
project work in order to facilitate the team to underdtahe compiler

development work.

The organization of this thesis is as follows. Chageintroduces the basic memory
concepts and memory fault models and summarizes the Mesthalgorithm that uses
these functional models. Chapter 3 describes the desiBiSat for Single-port SRAM
memory, which is the key activity of this project woChapter 4 summarizes the other
contributions done in the project period to facilitdte team for various tasks. Chapter 5
summarizes the results.

Finally, the conclusion and suggestions for further sadpeork are given in Chapter 6.

11
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CHAPTER 2

MEMORY TESTING METHODOLOGIES

This chapter introduces the basic theory behind menastyng. There are two kinds of
memory test methods: electrical (technology-dependemd) fanctional (technology-
independent). Electrical memory testing consists of rpanac testing, which includes
testing DC and AC parameters, IDDQ and dynamic testingefcovery, retention and
imbalance faults [1]. DC and AC parametric tests ard useverify that the device meets
its specifications with regard to its electrical cludeaistics, such as voltage, current, and
setup and hold time requirements of chip’s pins. Since @daok memories in SOCs
usually do not have their 1/0O ports directly connecte@dhp’s pins, parametric testing
for embedded memories is not a necessity. IDDQ and dgriasting [6] need a detailed
description of the specific process technology.

This dissertation work focuses on technology-independemitibnal memory testing,
whose purpose is to verify the logical behavior of anmg core. Because functional
memory testing allows for the development of costetiffe short test algorithms
(without requiring too much internal knowledge of the mgmander test), it is widely
accepted by industry as a low-cost/high-quality solutiohis Tchapter provides a
theoretical background and explains the memory functivestt models and March
algorithms. Most of the definitions and figures in tttispter are excerpted from [2, 1].

2.1 MEMORY CONCEPTS

In this chapter we discuss about the basics of memchtecture and it's functionality.

The memory testing will be based upon these fundamentals.

12



BIST for 65nm High-speed Memory Memory Testing Methodologies

This thesis focuses on technology-independent functimeahory testing. A functional

model of a memory is based on its specifications.his model, the internals of the
memory are partly visible; hence it is also refertedas the graybox model. One of the
main advantages of functional models is that they leaarigh details of data paths and

adjacent wires in the memory to adequately model the iogupllts.

2.1.1 RAM Basics

A RAM is an array of memory cells whose read portstiad cell content output and
whose write ports control cell content input. A RAVhdaave any number of read and
write ports, with each port having its own separate mauid outputs. The set of inputs
for each read port includes one or more read contred land N read address lines. A
read port’s outputs consist of M data output lines. The nuwbaddress lines and data
outputs must be the same for all read ports.

The set of inputs for a write port includes one or marge control lines, N writes
address lines, and M data input lines. The number of adlitessand data inputs must
be the same for all write ports. Additionally, the nensbof write address lines must
match the number of read address lines, and the numhatafinputs must match the
number of data outputs.

Address lines identify which column of cells (set olues) to place on the data input or
output lines. A RAM can store values into M) memory cells. The read operation
places M values at a time on the outputs; likewise, thite wperation receives M values
at a time on the inputs. Thus, assuming encoded addressyine can place from O to
((2V)-1) addresses on the address lines.

To read a RAM value, you first write a value to the ggeclocation. To perform a write
operation, you place the proper address on the write adoressplace the proper data
on the data inputs, and activate the write operatiguc@lly, turn on write enable and
pulse write clock).To turn on the read operation, adaivlie read control lines. This
places the value stored at the location specified bydaeess lines on the data outputs.
When the read operation is off (not activated), thévR#aces X's.

13
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Some memories drive their outputs only when the ersadpials are asserted.

2.1.2 Functional RAM Chip Model

Address Latch Ale— Address

Internal Clock

<

* C

Column Decoder

v

Write
Enable

Write

Driver

A

\ 4 D
B
Row » Memory Cell
Decoder Array
F
Sense Amplifier
G
Data Register/
Control Flow I/O Buffer
—>
v A
Datg Flow Data Out Data ln

Fig 2.1: Functional RAM chip model [1]

14

/ Internal Clock
Generator

H

Control Generator

Chip Select cjock

Enable




BIST for 65nm High-speed Memory Memory Testing Methodologies

2.1.2.1 BASIC DESCRIPTION OF ABOVE BLOCKS

1. Block’A’, address latch, contains the address.

2. The higher order bits of the address are connectédetosow decoder ‘B’, which

selects a row in the memory cell array ‘D’.

3. The lower order address bits go to the column decodewhith selects the required
columns. The number of column selected depends on thendtitaof the chip, that is
the number of data lines of chip, which determines hwmy bits can be accessed during

a read or write operation.

4. When the read/write line indicates read operatian,ctintents of the selected cells in
the memory cell array are amplified by the sense &empli‘F’, loaded into the data
register ‘G’ & presented on the data-out line(s).

5. During a write operation the data on the data-indjnele loaded into the data register
& written in to the memory cell array through the terdriver 'E’. Usually the data-in &
data-out lines are combined to form bidirectional dmies] thus reducing the number of
pins on the chip.

6. The chip-enable line enables the data register &hegevith read/write line, the write

driver.

7. Block “H” generates the internal clock with respecthe external clock edge.

2.2 MEMORY MODELLING

Memory modeling is very important in creation of Mesgn®IST. It provides necessary
information to the tool that is used to create th& Btontroller. Usually it is provided by
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the memory vendor, but if not, can be created alse. hemory should be modeled in

DFT library format specifically for the memory BlSiFchitecture tool.

2.2.1 ADDRESS AND DATA SCRAMBLING AND DESCRAMBLING

When looking externally at a memory, the words areest@onsecutively with respect to
the address values, and the data bits within each werdtared in the order of their
sequential numbering. This arrangement is called logiappmg of a memory.

In many cases, the physical arrangement of memoty deks not correspond to the
assumed logical arrangement, as a result of differentomyedesign requirements. Some
reasons for these differences include the following:

* In order to deal with small memory cells, memory designrsometimes fit the
periphery cells in the pitch of more than one memeitly €or instance, they lay
out sense amplifiers in the pitch of 4, 8, or more mgnoetis, so they place the
corresponding bits of different words next to each oithéne memory core, to be
able to multiplex these corresponding bits onto one ammsenseamplifier
circuit.

* In order to balance the load on different address loreg¢pre)decoded lines,
memory designers sometimes scatter the wordlineslioebi

* In order to minimize the size of address and column despds well as the
length and hence propagation times of row and columntskles, memory
arrays are typically divided into several subarrays.

* In order to increase the yield for larger memoriesresigedundant) rows and/or
columns are often implemented, which typically disrupt gigsical address
sequence.

In order to physically preserve the patterns, it beconezessary to describe the mapping
between the physical and logical cell arrangements. diffexences between the logical
and physical cell arrangements are typically due to asaing of the rows and columns
and/or data bit lines. This scrambling can be descriije@ logical transformation or
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mapping between the address and data signals required ts Hezdsgical memory cell
arrangement and those signals required to provide the dat@epattern in the physical

memory cell arrangement.

2.2.1.1 ADDRESS SCRAMBLING

Frequently in many designs, physically adjacent cells @locorrespond to consequent
external addresses. That is the memory translatesxtieenal address (logical address)
supplied to some internal address (topological address)tthaes to access a specific
memory cell. This translation is known as addressualiag.

Address scrambling is supported through the address and databkay definition
portion of the BIST definition inside the memory Bl8ibdel.

Address Scrambling Uses:
Address scrambling is important for accomplishing thieohg-
» General-purpose reduction: - Decoders are often restrictsize in order to fit
the following topology of certain cells.
* Increased manufacturing yield: - Extra or left over rawsolumns of memory
cell can cause a discrepancy between logical and topal@gidresses.
» Standard Address Pin Assignments: - Address pin number landt@in become
standardized, leading to a mismatch between on-chip adolaeéssand standard

pin assignments in different designs.
2.2.1.2 ADDRESS DESCRAMBLING
To successfully test interaction between physicallyaceit cells in a memory, a
dedicated description of the address scrambling functioaqsired in order to generate

an address descrambler for testing purpose. The addresanadlgsey block is added in

the test path between the BIST controller and the mux.
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MEMORY
UNDER
TEST
From
system Address
—> MUX > Scrambler >
— fz
To system
\ 4
Responsi
Address Analyzer L,
Descrambler
fz'l To
system
BIST
Controller

Figure 2.2: Address descrambled block inserted in the $¢& path

2.2.1.3 DATA SCRAMBLING

Memory data is also communicated by a sequence of rbiemniexternal data word
(logical data) that might differ from the sequence o$ loit data words that physically
exists in the memory (topological data). The trarmltietween these bit sequences is
known as data scrambling.

Data Scrambling Uses :
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Similar to the address scrambling, the data scrambdinghportant to accomplish the
following.

* Space Reduction: - Minimizing the size of column decoder.

* Reduction of Bit/Bit capacitance effects.

* Increased manufacturing yield.

» Standard address pin assignment.

2.2.1.4 DATA DESREMBLING

The data descrambler added by the tool are the sameofweis the data scrambling
function provided by the memory, this is due to the thet data scrambling is based
upon bit inversion.

Deriving The Address Descrambling Information:

A0

.jD_‘ SC_AO Scrambling Information

T < provided by The manufacturer
Al -

SC_Al
Boolean Function
A). SC_A0 =A0XOR A1 <«
SC A1 =A1

Reciprocal of manufacturer’s
Boolean function
B). DSC_A0 = A0 XOR Al <«—— (Descrambling information)
requested by Memory BIST
DSC Al =A1

architactir

Figure 2.3 Data Descrambling Example
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MEMORY
UNDER
TEST
System
data Address
—>  MUX y| Scrambler >
—p
to system
Data’
T Data
\ 4
Data Response
Address Descrambler Analyzer |
Descrambler to
system
Date
BIST
Controller
Date

Figure 2.4: Data Descrambler Insertion

It is important to take into account these address amdsdaambling effects when testing
memories using checker board algorithm which is dependentfof@wing-

1. Topological address/data information.

2. Consistancy between logical data values and eldaata values.
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In order to avoid routing congestion both the descranalsidrmuxes are implemented

close to memory.

2.3 Fault Modeling

Based on the functional memory model shown in Figure &.%ubset of functional

memory faults are listed in Table 2.1 [1].

Functional faults

Cell stuck

Driver stuck

Read/write line stuck

Chip—select stuck

Data line stuck

Open in data line

Short between data lines

Crosstalk between data lines

Address line stuck

Open in address line

k Shorts between address lines

Open decoder

Wrong access

Multiple access

Cell can be set to 0 but not to 1 (or vice versa)
Pattern sensitive interaction between cells

_— =T Q| - 0O Q O T

T|o| > 3

Table 2.1 Functional Memory Faults [1]

In this table, a cell can be either a memory celh aata register and a line is any wiring
connection in the memory. In production manufacturingingsonce a fault is detected
the memory chip is discarded and no diagnosis needs to dextaken immediately.
Failure analysis through fault diagnosis is performed atatar time and more
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comprehensive test sets (using fault-distinguishing pajtemes applied to identify the
source of physical defects. Therefore, for productiotinggsthe faults listed in Table 2.1

[1] can be mapped onto the reduced functional faults showrable 2.2 [1].Table 2.3

[1] summarizes the relationship between the functitzndis (Table 2.1) and the reduced

functional faults (Table 2.2).

Name| Functional faults

SAF | Stuck at Fault
TF | Transition Fault
CF | Coupling Fault

NPSF| Neighborhood Pattern Sensitive Faults
AF | Address Decoder Fault

Table 2.2: Reduced Functional Memory Faults [1].

Reduced Functional Faults Functional faults
SAF a Cell Stuck
SAF b Driver Stuck
SAF C Read/Write line Stuck
SAF d Chip Select line Stuck
SAF e Data line Stuck
SAF f Open in data line
CF g Shorts between data lines
CF h Crosstalk between data lines
AF [ Address line Stuck
AF ] Open in address lines
AF k Shorts between address lines
AF I Open decoder
AF m Wrong Access
AF n Multiple access
TF o] Cell can only be set to either 0 or 1
NPSF p Pattern sensitive interaction between ¢

ells

Table 2.3: Relationship Between Functional and Reduced Futienal Faults [1]
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For production testing of embedded memories, a great erspbaplaced on March-
based test algorithms, since they have high defectrageewith a very reasonable

hardware cost.

2.3.1 Stuck-at Faults

The stuck-at fault (SAF) considers that the logic valug cell or line is always 0
(stuck-at 0 or SAQ) or always 1 (stuck-at 1 or SA1). To deted locate all stuck-at
faults, a test must satisfy the following requiremeratirf each cell, a 0 and a 1 must
be read [1].

2.3.2 Transition Faults

The transition fault (TF) is a special case of the=3®cause of the fact that once the
non-faulty transition occurs, the faulty cell can poder transition and hence manifests
stuck-at behavior. In some cases, however, a couplialy fath another cell (see
Idempotent Coupling Faults, Inversion Coupling Faults , andaByc Coupling Faults
on subsequent pages) can flip the cell's value, therebkingathe stuck-at behavior. For
this reason, transition faults must be considered sEhafam stuck-at faults..

To detect a transition fault, the following sequencesnts must occur: A cell or line
that fails to undergo a Q- 1 transition after a write operation is said to congan up
transition fault. Similarly, a down transition fautidicates the failure of making a4 0

transition. According to van de Goor [1], a test to dietexd locate all the transition faults
should satisfy the following requirement: each cell mustlergo ant transition (cell

goes from 0 to 1) and a transition (cell goes from 1 to 0) and be read aftehea

transition before undergoing any further transitions.
2.3.3 Coupling Faults

A coupling fault (CF) between two cells causes a tramsiin one cell to force the
content of another cell to change. The 2-coupling fawltdeh[1], which involves only
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two cells, is defined as follows: a write operatioattgenerates an or | transition in
one cell changes the content of the second cell.ZFtmupling fault is a special case of
the k-coupling fault [1]. A k-coupling fault uses the same tetls as the 2-coupling
fault, however it allows the fault to occur only whamother k — 2 cells are in a certain
state.

* The inversion coupling fault (CFin) is a special casehef 2-coupling fault. It

means that an or | transition in one cell inverts the content of eeond cell.
A test to detect all CFins must satisfy the followrmndition: for all the cells
which are coupled, each cell should be read after assafripossible CFins may
have occurred (by writing into the coupling cells), witie condition that the
number of transitions in the coupled cells is odd (ite2,CFins do not mask each
other) [1].

* The idempotent coupling fault (CFid) is another particuéesecof the 2-coupling

fault. It means that an or | transition in one cell forces a second cell to a
certain value, 0 or 1. A test to detect all CFids musisfgathe following
condition: for all the cells which are coupled, each slgould be read after a
series of possible CFids may have occurred (by writmg the coupling cells),

in such a way that the sensitized CFids do not maskatheh [1].

* The dynamic coupling fault (CFdyn) is a more general cafseéhe CFid.
According to its definition a read or write operation one cell forces the
contents of the second cell either to 0 or 1 [2].

* The bridging fault (BF) is caused by a short circuit betwivo or more cells or
lines. It is determined by a logic level rather thatramsition write operation.
There are two kinds of bridging faults: AND bridging faultB@®), in which the
logic value of the bridge is the AND of the shorted scat lines, and OR
bridging fault (OBF), in which the logic value of thedyge is the OR of the
shorted cells/lines.
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* In the state coupling fault (SCF) a coupled cell or ln#rced to a certain value
(0 or 1) only if the coupling cell is in a given stateis also determined by a

logic level.

2.3.4 Neighborhood Pattern Sensitive Faults

A pattern sensitive fault (PSF) causes the conteiat adll (or the ability to change the
content) to be influenced by the contents of othemarg cells, which may be either a
pattern of Os and 1s or transitions in memory contdiiits.PSF is the most general case
of the k-coupling fault, where k equals the number of @aellke memory. There are two
types of PSF: unrestricted PSF (UPSF) and restricteddighborhood) PSF (NPSF) .
For tractability reasons, all the known algorithme tackling the NPSFs, which can be
further divided into three types: active NPSF (ANPSFgspa NPSF (PNPSF), and
static NPSF (SNPSF). NPSF testing algorithms are wergplex when compared to
March test algorithms [1]. However, for certain preceschnologies, circuit techniques
or memory types, such as high-density DRAMSs, testingf$R®ay be a requirement..

2.3.5 Address Decoder Faults

Address decoder faults (AFs) represent faults in the eatbnal logic of the address
decoder. Two assumptions are generally accepted: the daultst introduce sequential
behavior in the address decoder and the faults will estnifientically during read and
write operations. To simplify the problem, we firstne@er bit-oriented memories, in
which only one bit data is stored in each memorytlona The functional faults within

the address decoder can be classified into four AFs§Hhawn in Figure 2.3:
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Ax Cx Cx Ax Cx
Ay Cy Ay :
Fault 1 Fault 2 Fault 3 Fault 4

Figure 2.5: Address Decoder Faults [1]

AX Cx AX CX
C C A A
X Cx X Cx
Ay Cy Ay Cv Ay CV:
Fault A (1+2) Fault B (1+3) Fault C (2+4) Fault D (3+4)

Figure 2.6: Combination of Address Decoder Faults [1]

» Fault 1: For a certain address, no cell will be accesse
* Fault 2: A certain cell can never be accessed by ddresas.
» Fault 3: For a certain address, multiple cells are aedesswltaneously.

* Fault 4: A certain cell can be accessed by multiple adeses

For bit-oriented memories, because each cell is linkex dedicated address, none of the
faults listed above can stand alone. For example, fgheinl occurs, then either fault 2
or fault 3 will occur as well. Therefore, in total,ufofault combinations in the address

decoder are shown in Figure 2.4 [1].

2.4 Functional Testing and March Test Algorithms

Based on the used memory fault models, memory test thiggrcan be divided into
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four categories [1] as described below:

1. Traditional tests including Zero-One, Checkboard, GALRAd Walking 1/0, Sliding
Diagonal, and Butterfly [1]. They are not based on amtiqudar functional fault models
and over time have been replaced by improved test dgwtwhich result in higher
fault coverage and equal or shorter test time.
2. Tests for stuck-at, transition, and coupling faults the based on the reduced
functional fault model and are called March test algorgifl].
3. Tests for neighborhood pattern sensitive faults.
4. Other memory tests: any tests, which are notdoasethe functional fault model, are
grouped in this category.

As mentioned previously, March tesgorithms can efficiently test
embedded memories and, therefore, the rest of thimsgmtovides more details about

them.

March Test Notation

A March test consists of a finite sequence of Madements [1]. A March element is a
finite sequence of operations or primitives applied toreveemory cell before
proceeding to next cell [1]. For examplg, (r1,w0) is a March element and r0 is a March
primitive. The address order in a March element caimdreasing (1), decreasing §),

or either increasing or decreasing)( An operation can be either writing a 0 or 1 into a

cell (w0 or wl), or reading a 0 or 1 from a cell (rO or. r1)

2.4.1 Characteristics of March Algorithms
March-based memory test algorithms have several impbcharacteristics:
 Up (down) address sequence must be the exact reverse dpyiseguence,
however its internal order is irrelevant. For examplea 3 bits up address
sequence is {0, 5, 2, 3, 7, 1, 4, 6}, then the down sequence e{&t 4, 1, 7, 3,
2,5, 0}.
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* Most March algorithms are only a simple combinatibiseveral March elements.
The background pattern during execution can be inferred by ptievious
operation. For example, a read operation infers the $mokground data used in
the last operation. Similarly, a write operation tieféhe reversed background data
used in the last operation. Based on this observatios,can reduce the number
of March elements and the complexity of their impletaBon. The total number
of March elements for the most practical March atgjons is less than ten.

» Using the test generation method proposed in [2], onegyeaearate novel March
algorithms (based on a limited number of March elememslemented in
hardware), to detect new technology-specific faults.

* For word-oriented memories, one needs to run the Masthseveral times using
different background patterns [1, 8] to improve the faultecage or to use
modified March algorithms, such as March-CW [12], to redheetesting time.

2.4.2 March Algorithms with Diagnosis and Repair Support

When a memory is fabricated using new technology, deisirable to have a fast yield
learning curve [12]. Therefore, it is critical to perforvery detailed failure analysis
through fault diagnosis to identify the particular defe€tse ultimate outcome of failure
analysis is a redesigned set of masks for the nextdtion run, which will improve the
manufacturing yield. A new set of March algorithms Ww#l used for the best process-
specific fault coverage. For large memory chips or S@@slarge embedded SRAMs or
DRAMSs, to increase the yield, it is crucial to alse usdundant memory locations to
repair the faulty rows (columns) [12].

A complete solution targeting fault diagnosis and faulttiooahas three components: A
memory BIST architecture with diagnosis support to sank send out the diagnostic
information, a diagnostic test algorithm and a toatalyze the collected diagnostic data
and generate a detailed fault report for failure analges a fault bitmap for repair
purposes.
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CHAPTER 3

MEMROY BIST METHODOLOGIES

This chapter describes the relevant approaches to entbetsivory BIST, summarizes
their strengths and limitations and gives the detailéninmation of the relevant work
done in the development of BIST for different memomspecially 65nm high speed
single-port SRAM.

3.1 Memory BIST Approaches

A typical embedded memory BIST (MBIST) approach comprseMBIST wrapper, an
MBIST controller and the interconnect between thdme MBIST wrapper further
includes an address generator to provide complete memomgsadskquences (i.e., for n
address lines all the 2n locations are visited in apéete sequence); a background
pattern generator to produce data patterns; a comparatdretik the memory output
against the expected correct data pattern; and a fiaite shachine (FSM) to generate
proper test control signals based on the commands eddeom the MBIST controller.
The MBIST controller pre-processes the commandsvegdrom upper-level controller
(either on-chip microprocessor or off-chip ATE) andntreends them to the MBIST
wrapper. The interconnect between the wrapper and thteoder could be either serial
(i.e., a single command line is shared by all the wnag)per parallel (i.e., dedicated

multiple command lines are linking different wrappers & abntroller).

BIST addresses most of the challenges faced by testibgdgled memories in an SOC
(see Chapter 1 for a full description of SOC testinglehgés). However, the increasing
size and number of embedded memory cores and the rapidpieesit in VLSI process

technologies lead to unique requirements for embedded m&i®ry
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1. Support multiple test algorithms: The conventional MBIST approaches usually
implement a single March test algorithm. However, deepmsron process
technologies and design rules introduce physical defectsaatbanot screened when
using the memory test algorithms developed for previous epsogenerations.
Therefore MBIST architectures should be programmabiipport multiple memory
test algorithms to increase the fault coverage anahdiotlie most suitable algorithms

for the manufacturing process at hand.

2. Diagnosis and repair support: Diagnosis support in an MBIST architecture is
mandatory for manufacturing yield enhancement for neveqe® technology and a
rapid transition from the yield ramp phase to the volyneduction phase [12].
Furthermore, since embedded memories are subject to aggressive design rules,
they are more prone to manufacturing defects (caused loggzovariations) than
other cores in an SOC. For large embedded memory dteesnanufacturing yield
can be unacceptable low (e.g., for a 24Mbits memory, ¢beeyield is around 20%
[12]). Hence, to achieve a certain manufacturing yiatd,addition to diagnosis
support, it is also beneficial to introduce self-repa@mtfires comprising redundant

memory cells.

3. Test heterogeneous memoriesState-of-the-art SOCs include many types of
memory cores, such as, among others, SRAM, DRAM flaxl ROM. Traditional
MBIST approaches were designed to test only one typeeaofary. However, to
reduce area and routing overhead via hardware resourceagshas well as to
decrease the testing time, it is advantageous to deveBi$ Marchitectures that

support testing heterogeneous memories simultaneously.

4. Power dissipation constraints: As introduced in Chapter 1, more power
dissipation is expected during test mode than power consumewl doormal
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functional mode for scan-based SOC testing. Howeverause memory test is
functional test, for each memory the power dissipatidhbe identical in both test
mode and normal functional mode. Therefore, if all mgnidocks in an SOC can be
activated simultaneously during functional mode, power digsipavill not exceed
the maximum power constraint during test. Hence, nosgstduling is required in
this case. However, to reduce the overall testing, tisst scheduling is still necessary
for memory testing as described in the following.

On the one hand, for bus-connected memories (BCMshwdre connected to a
single-master bus architecture [4], only one BCM camadmessed at any time during
functional mode. If all BCMs are wrapped, then all oénth can be activated
simultaneously during test. Consequently, the power dissipatill be higher during
test than during functional operation, and therefore sedgeduling is necessary.

On the other hand, memory testing is part of SOCnigsti was proven in [12] that
cores, which use scan-based test methodology, willuco&snore power during test
than during functional mode. If the testing time of thesan-based cores is longer
than that of memory cores, then by relaxing the pawestraints for scan-based core
testing and carefully scheduling memory testing with tigltepower constraints, the
overall testing time for the SOC can be reduced.

Since test scheduling under power constraints is highdyrelated to the resource
sharing mechanisms used in the MBIST architectures @ssential to develop new
power-constrained test scheduling algorithms that willtgetmaximum usage of the
available hardware resources for embedded memory testing.

5. Reuse the available on-chip processing/communication resoasc SOCs

usually contain one or more processing elements (eigropnocessors), which use
on-chip system busses to communicate with other cd#desice the embedded
memory cores in an SOC can be divided into two groupsconsected memories
(BCMs) and non bus-connected memories (NBCMs). Althoaljithe embedded
memory cores can be tested by adding dedicated memory \Bi§ipers, the high
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area overhead of BIST circuitry, as well as the peréorce penalty caused by
intrusive DFT hardware may prove to be the main dralwbafc this approach.
Therefore, reusing the available on-chip resourcetekiing the embedded memories
can lower the area and performance overhead assosigtteca high number of
dedicated MBIST wrappers for BCMs. Furthermore, by impfemg non-time-
critical tasks in software using a processor, the coftplef the controller can also
be reduced.

6. Design reuse:Reusing IP cores in an SOC can greatly simplify thegdgshase

and cut down the time to market. The Reuse Methodologydddh?] lists various

features to make a core reusable. A reusable MBISTwitinea scalable and portable
architecture, associated with a clear methodology faigdeflow integration, can

significantly reduce the cost of test preparation.

The objective of memory BIST approaches is to meetesor all of the above
requirements while reducing the cost of test by targdémgarea and performance
penalty and low testing time. The existing approache® leplored three main
directions to gain improvements: memory BIST architext, test scheduling
algorithms, and special design implementations. Due to itlterrelation, without a

good architectural support it is hardly possible to achierg significant

improvements through test scheduling or special design it The following

sections will review the relevant MBIST approaches@néed in the literature.

3.2 Memory BIST Architectures

A memory BIST architecture is defined by the integratmf its three components:
(controller, wrapper and interconnect). A standalone agubr uses a dedicated wrapper

and controller for each memory core (or memory clustiéh several identical memory
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cores), while a distributed approach shares one cantrtoll manage some or all of the
MBIST wrappers in an SOC.

3.2.1 Dedicated BIST Methodology

In dedicated memory BIST architecture the BIST is ledaphysically close to the
memory so as to minimize routing congestion as welinaseasing the speed. The
MBIST approach of each memory is independent of othenangs BIST approaches ,
which makes the implementation of this approach strdmtward. However, based on
the specific test requirements of different memoried tecthnologies, it needs to be
improved in one or more aspects, as described in tosving).

MBIST approaches which support multiple March test algmsthare called
programmable MBIST architectures . Based on the struatitddarch algorithms , to
support multiple March test algorithms, one can eitheplament all the March
primitives or several March elements. Since theeecanly four March primitives (rO, wO,
rl, wl), by implementing all of them with different comdtions of background patterns
and address sequences, any March algorithm can be suppOrtedprogrammable
MBIST approach using March primitives was investigated1®] and it includes an
instruction memory to store the test instructions armtkcoding logic to process the test
instructions. March element-based approaches implenmptseveral most commonly
used March elements. Based on the implemented Marclemignonly a limited number
of March algorithms can be supported.

However, its main advantage lies 8% larea overhead (simpler decoding logic
and less test instructions) when compared to March t@ybased approaches. In
addition, by carefully selecting the March elementsy méarch test algorithms can be
generated [2] to target memory faults in new processitdopies.

Diagnosis support is another important feature of $Barchitectures. A builtin self-
diagnosis (BISD) scheme was introduced in [12]. It sends fawity memory cell
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information (such as faulty address, data, and tesbsessmber) for failure analysis. To
reduce the control complexity of this approach whernngstumerous memory cores, a
P1500 MBIST approach with diagnosis enhancement was propog&é]i To reduce
the testing time in the diagnosis mode (caused by tled sean-chain structure required
to shift out the diagnosis information), a test respoe®mpression method was
introduced in [10]. Using this method, less I/O pins camused to send out the faulty
response data compared with the uncompressed parallebsolDuie to the increased
size of embedded memories, support for memory self-répdiecoming necessary to
increase the overall SOC yield. Using the detailedtiogaand information of faulty
memory cells (provided by diagnosis support approaches didcads®/e), one can
perform memory redundancy allocation and use fuse-boxether methods to repair the
faulty memories. However, to collect enough informaten fault locations for various
memory faults, more complex March test algorithmsracpiired, which implies longer
testing time. An MBIST solution was introduced in [12] test and repair large
embedded DRAMs using on-chip redundancy allocation.To rechedesting time, a
memory BIST architecture was proposed in [12] with reliséarch test algorithms.
While most of the previously-described MBIST approachiesf@cused on testing single
port SRAMs, as long as the test algorithms have taeifes of March algorithms, they
are suitable for testing other types of memories wittior modifications. For example, a
flash memory BIST architecture was proposed in [12] usiMpech-like test algorithm.
A multiple port SRAM BIST with diagnosis support scheme wa®duced in [12] using
a modified March algorithm.

In summary, most of the standalone MBIST architestdocus only on solving the test
problems related to a single memory core or a stanelaleemory chip. They do not
account for the specific requirements for integrating diesign for test hardware for
hundreds of embedded memory cores. They also do not pramgeupport for test
scheduling under power dissipation constraints, which negd#exible control
mechanism for the memory BIST hardware.
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Figure 3.1 shows the generic Dedicated MBIST architecture :

Data in
Data < n
—» Generator l
) > Write Column Decoder
R
(0]
w
FSM
Address D
» Generatorg—| | e
C
(0]
d
Expected e MEMORY
— Data r
Generato
— ¥ Read Column Decoder

» Comparator

Pass/Fail l Data
Out n

Figure 3.1: Generic BIST Architecture for Standalone memony1]

The detailed design implementation of all the modules showFigure 3.1 can only be
described with a specific architecture and it is beydwdscope of this thesis. What are
common, however, to most of the known BIST architexs are the comparator, address

generator, and background pattern generator in the MBI&pper.
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1. Comparator: The comparator checks the memory output data againsothect
background patterns in order to find any mismatch and niglementation is
straightforward. A comparator compares the values readobtihe memory with
expected values generated by the expected data generat&mohl a cycle-by-cycle
basis. The result of each comparison is accumulatedaistatus flip-flop in order to
provide a go/no-go result at the end of the test. Oftie®, comparison result is
brought out to a chip-pin for real-time monitoring.

2. Address Generator (AG):The address generator for March-based memory testing
has several requirements . The most important featfrdse address generator are
that it must cover the entire address space, the altemder of the sequence is
irrelevant, however, the down sequence must be in ¢kierse order of the up
sequence. According to these requirements, an automatsyallhesized up/down
binary counter is sufficient to be the address generblmwever, the area of a binary
up/down counter is too high for large address spaces [1 Lihepr feedback shift
registers (LFSR) [5] may overcome this problem, howesice a traditional LFSR
does not cover the all Os pattern, which is necedsarypnemory testing, it has to
undergo some modifications. Furthermore, the LFSR mwsst bé controlled to
generate the reversed (down) sequence. A modified LFSRiesasibed in [1 , 2] to
address these two issues. Another address generator apasgul in [11] to reduce
the switching activity on the address lines for poweduction. The activity is
minimized when two successive addresses differ in gxack position. This code
sequence is known as Gray-code [12]. However, the area@ifay-code counter
(regardless of the implementation type, i.e., FSM-basecbnversion from a binary
counter [12]) is much larger than that of an LFSRs[2]this thesis a ripplecarry
adder has been used for address generation which redueesdhe

3. Background Pattern Generator (Data Generator) :Most embedded memories
are wordoriented (i.e., they store more than onefhitata in each address location).
In [1], the author listed several background patterns fthereint fault coverages.

36



BIST for 65nm High-speed Memory Memory BIST Methodologies

Wang and Lee [8] recently presented a hardware implenwntat a word-oriented
BPG, however, their solution is very complex and lsage area overhead. Since
there are only logN + 1 states for a BPG, where N is the word-width,cae use a
simple FSM to generate all the background patterns véciepfly with much lower
area overhead than [8].

4.Finite State Machine (FSM):A finite state machingFSM) is used to control the
overall sequence of events. For example, the FSM dieessnwhether the address
counter should be counting up or down or if the data beingrgtsd should be a
marching O or marching 1 pattern.

3.2.1.1 Design Implementation

A BIST block is an offline verification of the menyounder test. The basic operation of
memory BIST is straightforward: First, the memoryig into a test mode by the use of
muxes placed on every data, address, and control linaité $tate machine writes a test
pattern to a memory cell, reads it back, and comparés the original value. If a
mismatch occurs, a flag is set to show that the mgoerunder test has a failure.

The test hardware for memory BIST includes-

1. A memory BIST controller (FSM)
2. An Address Generator.
*  Address Counter
*  Address Direction : Row Fast / Column Fast

. Address Increment / Decrement

3. A background pattern inserter or Data Generator fortingetest patterns into
memory columns.

4. A MUX circuit feeding the memory during self-tests frdm controller.
A comparator for response checking.
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The address is incremented and the process continuessivelyur The process of
stepping through the entire memory space can be done multpds, using different
patterns to more fully exercise the memory.

This basic process can quickly detect all stuck-at fatdtswever, smaller geometry
memories are prone to having neighborhood faults causegaltycular values of
aggressor neighboring cells. Because a cell may haveg piaysical neighbors, test-
pattern algorithms that expose these neighborhood faarkt®ecome quite complex, with
long test times.

A more elaborated figure is shown below-

BIST Methodology

BIST MEMORY
OEN DGRS
- > OEN
OEN
Bist_oen —p
WENS
> WEN
: _> WEN
Bist_ wen _—p
CSNS DGR
> CSN (
. ——fp CSN
Bist_csn )] s A
AGS yy
—PE AG A
Bist_addr '
DGS c BAD
0 STATUS
P> DG > 0G “S
Bist_data —p A END
2 STATUS
(T) BAD
PATTERN GENERATOR Memroy Bypass g COUNT
™

Figure 3.2: Elaborated BIST Execution diagram
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3.2.2 Distributed MBIST Architecture

To reduce the BIST area and routing overhead as welieasest control complexity

associated with complex and heterogeneous SOCs, distribpfgoaches are necessary.
In a distributed memory BIST architecture, each menaoke still has a dedicated
technology-dependent wrapper. However, depending on the catyplethe SOC, there

are only one (or a few) BIST controllers used to dirde test of all the embedded
memory cores. Since hardware resource sharing isdinteal, to reduce the routing
congestion and to facilitate rapid power-constrainedntgsthe interconnect between the

wrappers and the controller(s) must be carefully corsiterDistributed BIST

BIST >>
Controller Memory
Control Bus 1
—>
Wrapper

Memory Memory

Wrapper Wrapper

Figure 3.3 : Generic Shared MBIST Architecture
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architectures have been advocated for over a decadan{b2] presented a distributed
BIST control scheme to test the building blocks of eglex VLSI circuit. Due to the
increasing ratio of the memory area in a state-efatt SOC, dedicated memory BIST

architectures can be used to reduce the cost of meesiry t

In Shared BIST methodology ,multiple memories can beedesither sequentially or in
parallel. The advantage of testing the memories in lphral a reduced test time.
However, parallel testing has the following disadvantages

* The power consumption that results from testing seveeahories together can
be high.

» Certain BIST controller resources must be duplicated. éxample, a separate

comparator is needed for every memory tested in parallel

There is also a potential disadvantage to using a siogkeatler for multiple embedded
memories. If the memories are not localized to aea @f the chip, a large amount of
wiring might be needed to route the address and data dowestiie controller to each of
the memories. This disadvantage is especially truehfodata lines, given the large data
widths (64 bits, 128 bits, and so on) that many memoue=itly have. To solve this
problem, LogicVision’'s memory BIST offers a patented apph that requires only one
data line to be routed to each embedded memory, regaodidss memory’s data width.
This is referred to as a serial memory BIST approbebause the data values for each
test pattern are provided serially to the memory.
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CHAPTER 4

BIST FOR 65NM HIGH SPEED SINGLE-PORT
MEMORY

This chapter describes the design of BIST for high-spésglesgport memory. The
execution flow for each test operation has been disdusdn the basis of these flow
diagram the RTL code has been written in Verilog HDL BIST with different test
options and their combinations
SPHS65 memory is a high-speed full synchronous single portony. The main features
of the memory are-

* Mux: 4, 8o0r16

» Words: 16 to 16384, in step of 4*mux

* Bits: 4to 512, in step of one

* Rows: 4to 1024

* Columns:4 to 1024

4.1 SCRAMBLING

The address bus is split into 2 different parts:
* Row selection: A[n:w]
e Column mux selection: Afw-1:0]

With: w = log(mux)

« Here w is always an integer de to the constrainhenmux (4,8 or 16)
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4.2 REDUNDANCY

Two additional rows are present in the bottom of thee ©f memory to provide
reparability.

0 Any two consecutive faulty rows can be replaced wittunelant rows.

o |If the faults are not at consecutive rows, the memaiy not be

repairable.

Note: This constraint is used as in most cases thdisfaoccur due to
misconnections developed during fabrication of Vigsong connection in one
via causes fault in two consecutive cells, which shaee same via for metal
connection. Thus if there is a fault in one particulaw then there will be
possibility of faults in its neighboring rows/columns degieg on the memory
layout.

4.3 FAULT MODELS of single-port high speed SRAM

Stuck At Faults

Stuck Open Faults

Address Decoder Faults

Sense amplifier faults

RY functional faults

Coupling Faults between Global bitlines with localitds.
Transition coupling faults

Linked Coupling faults

Disturb Fault
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4.4 ALGORITHM

During the BIST run an algorithm is executed which is posed of a sequence of events

BIST for 65nm Highpeed

Single-pot Memory

in order to cover the different modelized faults insitie tmemory. For single-port

memories the most widely used algorithm is 14nMarchLRrilgo.

4.4.1 mMARCHLR 14N
The mMarchLR 14N algorithm is based on the basic 14nNl&d#iN described below-

Address | SO S1 S2 S3 S4 S5
Number | Addresses | Addresses | Addresses Addresses | Addresses Addresses
Increased | Decreased | Increased Increased | Increased Increased
(@) WB RIWBRBWI RIWB RBWIRIWB RB
1 WB RBWI RIWBRBWI RIWB RBWIRIWB RB
RBWI
K WB RIWBRBWI RIWB RBWIRIWB RB
N-1 WB RBWI | RIWBRBWI RIWB RBWIRIWB RB
N RIWBRBWI RBWIRIWB RB
WB RBWI RIWB
RBWI
Table 4.1: Modified MarchLR algorithm

Here the different symbols have following meaning-

wB: Write background

wl: Write inverted background

rB: Read background and compare to the expected value

rl: Read inverted background and compare to the expected value
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The modified MarchLR 14N is an additional layer to theréh&R 14N. It takes in
consideration the physical organization of the memand works not with a logical
addressing, but with a physical addressing. One more thitigei written data, which
change during the algorithm execution inside the diffestages to create a physical
map. This is what is termed as the address scramblihdata scrambling.

The mMarchLR 14N increases the fault cage because it creates more layout
configurations, susceptible to highlight memory defectsis Talgorithm is adapted to
interleaved memory type (also called bit oriented meousing a multiplexer to

dispatch the words.

Address 6 = b2 bl b0

b2 bl

Example of a 16 words of 3 bits memory page. The mux factbinside a page.

The algorithm is run four times for each physical layoutfiguration defined below.
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1. Solid

All the memory is filled with O (wB). The column addréssncremented first.

b0 b0

11l 2 L3| |
| 4151 6 || 7 | |
rows = |::>
[ sJFetfao][a |
v |12‘l/1*5r 14 15| |

>

(el | Feol | NoN | Ne)
(el | Feol | NoN | Ne)
(el | Feol | NoN | Ne)

(el | Feol | NoN | Ne)

Columns

2. Column stripe
The address scrambling of solid is kept, but the data béngnwill create an alternate

column stress.

b0 b0
|o 1 2L3| |1 oll 1 o|
|@-/5/'6 7| |1 o]l 1 o|

rows = |::>
|§(./9/10!11 |1 oll 1 o|
v|12,l/1<f'14 $5| |1 oll 1 o|
>
Columns
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3. Row stripe
The address scrambling increments the row fast in dbigiguration. The goal is to

create an alternate pattern in the row direction.

b0 b0
|o Ll 2 34| | 1l 21l 2 1|
4 | |o o]l o o|
rows | pILAILY |::>
|8 9/l 10 11| | 1l 21l 2 1|
4 |1 19| 12 157| |o ol o o|

>
Columns

4. Checkerboard

With the columns stripe address scrambling, the fingbut configuration is a

checkerboard.
b0 b0
| oll 11l 2 Ls | | 1ol 2]l o |
| 4,5 6|l 7 | | off2]folfl 2 |
rows L__le |::>
|§«-/9/10.11 |1 ol 1 o|
v |12‘I/1€‘14 15| |o 1|l o 1|
>
Columns
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BIST for 65nm High-speed Memory

The total number of cycle necessary to execute fodlyalgorithm:

N cycked4.N.4

Where N is the number of words in the tested memory.

The faults that are detected by this algorithm are —
* Address Faults
» Stuck at Faults
* Coupling faults
* Linked Coupling faults

* Some Neighborhood Pattern Sensitive Faults.

4.4.2 MASK BITS TEST

The Mask Bits Algorithm consists of 12 stages-

Address S1 52 53 sS4 55 S6
any WRITE READ WRITE READ WRITE READ
DO0101 Do101 D1010 D1111 01010 D1010
MO000 M1010 MO101 MDOOD MDODD MO101
Qoo Q0101 Q01 Q1111 Q1111 Q1010
Table 4.2: Mask Bits Algorithm [3]
Address S7 58 59 S10 511 512
any WRITE READ WRITE READ WRITE READ
D010 C1111 D0o0o o111 01111 D111
M1010 MDDOD WM0000 MOODD M1111 MOOD0
Q1010 Q1111 21111 20000 Q0000 20000

Table 4.3: Mask Bits Algorithm (continued..) [3]
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The faults detected by this test are-

Stuck at zero.

» Coupling fault between M bit neighborhood pins

* Coupling faults detected between D bit neighborhood pins
* Coupling faults detected between Q bit neighborhood pins

* Coupling between D,M,Q bus of memory

4.4.3 DATA BIT COUPLING TEST

This test is done to detect the coupling between the mlasaof the memory. This test
consists of 4 stages-

Address S1 S2 S3 S4
WRITE READ WRITE READ

Any D0101 D1010 D1010 D0101
QXXXX Q0101 Q0101 Q1010

Table 4.4: Data bits coupling algorithm

This test takes 4 cycles to complete, and is usually rume address at the end of the
main algorithm.

The faults detected by this algorithm are-

e Stuck at fault

* Faults detected by the Data line coupling faults
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4.4.4 CSN BIT COUPLING TEST

This test is done to check the faults on CSN pin ofiteeory.

SO S1 S2 S3 S4
WRITE FALSE WRITE READ WRITE FALSE READ
WENO WENO WEN1 WENO WEN1
CSNO CSN1 CSNO CSNO CSN1
DO000 D1111 D1111 D1111 D1111
QXXXX QXXXX Q0000 Q0000 Q0000
A.....00 A.....00 A....00 A....00 A....00

Table 4.5: CSN bit Coupling test

This test is completed in 5 clock cycles, and is usuaflyane time at one address at the

end of the 14N MarchLR checkerboard algorithm run.

The faults detected are:

* Stuck At zero on CSN bit of the memory

4.4.5 Address Delay Decoder Test

This specific test is used to highlight delay fault in adglrdecoder by stressing it. Using
algorithms specially designed for this test, it candsteld whether address decoders are

fast enough while jumping from one address to another.
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In other words, the purpose is to see if the address decad make the jump from the
base address (Al) to the target address (A2), whichasedffone cycle later where Al

and A2 are generated as described below.

In this algorithm, the base address (Al) will be geeerfitom zero to maximum address
(MAXADDR) in incrementing order, and the target addre&®) (will be generated by
taking complement of the base address (Al) as and wheledjedepending on the

operation.

4.4.5.1 Fully Decoded Memory

In case of fully decoded memory, the base address wiljdrerated from zero to
maximum address (MAXADDR) in incrementing order and thget address (A2) will
be generated by taking complement of the base address (Al).

Example : In case of a MAXADDR of 1111 , the jumping tabikbe-

Al: 0000 A2: 1111
Al1l: 0001 A2:1110

Al: 1111 A2: 0000

The sequence of operations applied will be-

* Fill 1 (All addresses) Initially

« WBatAl
* RIBat A2
 RBatAl

« WIBatAl
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4.4.5.2 Not Fully Decoded Memory

In case of not fully decoded memory when we take theptament of the base address
Al, the last addresses are skipped (which are greateththsdAXADDR specified) and
the complement of msb of the base address is takenzerb.

Example: In case of a MAXADDR of 1100 the addresses from 101100 will be
skipped and the jumping table will be-

Al: 0000 A2: 0111
Al: 0001 A2: 0110

Al: 0011 A2: 1100
Al: 0100 A2: 1011

And the sequence of operations will be-

* Fill 1 (All addresses) Initially
« WB at A1(0000), A2(1100)
« RIB at A2(0111)

* RB at Al (0000)

* WIB at A1(0000)
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4.5 IMPLEMENTATION

4.5.1 1/0 Pin Description:

sleep pin

>

clk_m

SLEEP

CK

TBYPASS

R

Single-port
MEMORY

BIST for 65nm Highpeed
Single-pot Memory

Figure 4.1: Pin connections (BIST AND MEMORY) [3]
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4.5.2 The Full Pin Description:

BIST for 65nm Highpeed
Single-pot Memory

m

NAME DIRECTION FUNCTION
ag ouT Address bus to memory
ags IN Address bus from design
dg ouT Data bus to memory
dgs IN Data input from system logic
dor IN Data output bus from memory
dgrs ouT Data output to system logic
csn ouT Chip select signal to memory
csns IN Chip select from system logic
wen ouT Write enable signal to memory
wens IN Write enable from system logic
tbypass ouT Memory bypass control from memory
debug IN Debug mode pin
ret IN Retention test pin purpose
iddqg IN Iddg mode pin
bad status ouT BIST test failed
fail status ouT BIST word failed again
end status ouT BIST test end signal
clk_m IN BIST clock
bypass IN Test mode pin
rbact IN Run BIST active to launch the BIST
test se IN Scan chain enable
rst_n IN BIST reset
Tristate output
oens IN | Output enable from system logic |
Redundancy
rras ouT The row repair address from system
rraes OouT The row repair address enable from syste
rra ouT The row repair address to ram
rrae ouT The row repair enable to ram
Scan_en IN Shift out enable
Scan_in IN Shift in
Scan_out ouT Shift out
Bitmap
clk_bmp IN The bitmap clock
Rst_ bmp_n IN The bitmap reset
bmpout ouT The bitmap shift out

53



BIST for 65nm High-speed Memory BIST for 65nm Highpeed
Single-pot Memory

4.5.3 OPERATING MODE DESCRIPTION

4.5.3.1 Scan ATPG Mode:

During the scan mode, all the design is tested by a fsgeators generated by an
automatic Test Pattern Generator (ATPG). At thigestaf the flow, the state of the
memory is unknown (bad or good memory which can be ekbltx). Then it's
necessary to switch the BIST in the scan mode whygasses the memory and activates
observability points to increase the fault coverage.

The goal of memory bypass is to test independently dé&sggmand memory. This mode
allows user to run the atpg pattern on his chip, bypasseégnemory output and hence
avoiding the ram shadow i.e. without being impacted byrémory yield. It is important

[ Scan mode ]

l

| Apply ATPG Patterns |

l

[ Analysis ]

Figure 4.2: Scan ATPG Flow

for debug capability.
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4.5.3.2 Transparent Mode:

This mode allows user to access the memory directlyarfunctional mode. In this mode
the memory pins are connected to the system pins an@I®BT pins are deselected.
Inherently the rbact pin decides between the functiomade and BIST active modes.

This saves a lot of glitches on the memory pins.

4.5.3.3 Run BIST for RAMs

Chean v
Repairable0 ? —
[ Run BIST Mode]

No

[ Repairable Memory ]

v

[ Shift out the Fuse Info]

v

[ Fuse Programming/Emulation ]

v

[ RunBIST Mode |

Bad Status? ¢
[ Good Memory ] No Y
' [ Repaired Memory ] [ Dead Memory ]

v
end

Figure 4.3: Run BIST Execution
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The Run BIST program is generated through a synchronousv##¥ runs at the same

clock as memory under test. The high speed is achievedgihrpipelining in FSM

stages.

During Run BIST mode a sequence of opeEstiare done on memory

according to the chosen algorithms.

The different test performed during ru&Bfor single-port SRAM are:

* Main algorithm run
» Data bit coupling test

* CSN bit coupling test

¢ Address decoder test

4.5.3.4 IDDQ Fill O/Fill 1 Modes and Retention Test:

Fill 0/1: The IDDq fill 0 and IDDq fill 1 are useful and fast to writespectively 0 and 1

in the entire memory array especially for the IDDsf.te

XXXXXX
XXXXXX

MEMORY

11111111
11111111

MEMORY

XXXXXX
XXXXXX

MEMORY

00000000
00000000

MEMORY

IDDq fill 1 operation

IDDq fill O operation

Figure 4.4: Fill 0 and Fill 1 operation
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Read 0/1 :The Read 0 and Read 1 features are intended to test therynestention
after a delay defined on tester.

The goal is to check the entire memorgheck if the memory contents is set at 0
or 1.
Retention Test This test is intended to detect the memory cellschwfail to retain a
written value after a period of time. This type of fautannot be detected by the main
algorithm of the memory BIST because of the large amotitime requested to highlight
this kind of problems.

Read 0/1
[ Stable Mode ]
v
[ Apply iddq atpg patterns ]
Bad Status?
[ Wait quiescent state ] Retentl on te<t Passed ]
v

[ Current consumption measure ] Retentl on test Falled

T

L

end

Figure 4.5: Fill 0/1 and Retention test flow
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4.5.3.5 Scan Collar Mode

The memory inputs will be controlled by the BIST. BI®&i keep the memory inputs
like csn gated with test_se (scan chain enable pin) ¢Hethen test_se is 1 no operation
will happen on the memory. During capture modes when tgioas low, any operation

will be possible on the memory.

BIST

test_si _J— —p test so
T WEN =
test_se B
_D— CSN o
A

D

MEMORY

Figure 4.6: Scan Collar Implementation
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:

[ Scan Collar Mode ]

Write or
Read

[ Shift IN values ] éShift IN values ]
! 3
[ Read Operation éWrite Operation ]
2

3
Capture

[ Shift OUT values

4
v 3

No

Finich ?

Yes

Figure 4.7: Scan Collar Mode test Flow
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1. ShiftIn
At this stage the CSN and WEN values are shifted in sbhain along with other values.

The test_se pin is kept high during this mode to disabl®@pesation on memory.

2. Write Operation
During write operation WEN= 0 and CSN = 0. The write openacan’t be disassociated
with the shift in operation, because it's one ofttlie possible continuations. test_se goes

low to allow write operation on memory.

3.Read Operation and Capture

The read operation is similar to the write operat©8N = 0, WEN =1

Once the data are outputed from the memory, it's negetsaave them into the scan
registers to shift them out. This very important ogerats called Capture. During this

stage, test_se pin remains low during one clock cycle.

4. Shift out values
This stage is done just after a read and capture operdtiemmemory data output is
serially shifted out, msb first.

4.5.3.6 BITMAP MODE

The BITMAP feature is a powerful feature to easily dissgn@a memory by creating a
memory error map. It's an additional layer to thesitzd RUNBIST.
During a BITMAP mode, the BIST is run.
» Each detected fault, the faulted addresses, datas and Bi&hgbers are stored
into the FIFO, and the tester read, through the shtftregister, the information
about this fault.
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| REsET |

!

[ BITMAP Mode |

l

Yes
Bad Status?

| shift oUT/Read |
NoO

No

End Status?

Figure 4.8: BITMAP Mode Test Flow

* The information is shifted out by the tester at adowpeed, without disturbing

the correct execution of the BIST.
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« This fifo stack works like a buffer between the BISTd ahe tester to avoid

problem of clock speed.

Each FIFO stack contains:

e Address: the address where a fault occurs.
» State: Machine state value where the memory fadktiscted.

» Pattern: describe the type of the pattern used to disafault. This register had a
fixed size of 2 bits.

» Data: Content of the memory faulty data.
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CHAPTER 5

VALIDATIONWIZARD & RESULTS

After the BIST insertion in the functional model dietmemory .The whole design is to
be validated to ensure the correctness of BIST desigeadured according to following
criteria’s-

* Functional correctness of BIST at different level&fRoL.

* Area overhead measurement on the chip because of B$8ifion.

» Speed performance of BIST.

* Formal verification.

» Design rule check

« Test coverage.

5.1 VALIDATION

The different validation tasks have been performed &ohéIST developed through out
the project period. Table 5.1 lists the validation taskistae tools used during the project
work for the above validation tasks. These tools héeen operated in UNIX
environment through shell commands (Manually) and thoudiiXUshell scripts
(Automatic Procedure).

The development and validation of BIST RTL's have bdene for 6 live projects to
release the product to the end user on scheduled date. déapiopment work is done
for 65nm high-speed Single-port SRAM memories. Apart ftbisivalidation work has
been done for Shared BIST, Dual-port RAM and ROM.
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Validation
Task

Tool
used

Comments

RTL Simulation

SIMVISION from
CADANCE

rtl simulation on a given test bench in

verilog , vhdl or mixed language.

RTL Synthesis

DESIGN COMPILER
From SYNOPSYS

rtl synthesis on user defined constraints

From CADANCE

GATE SIMVISION from Gate simulation on a given test bench|i

Simulation CADANCE verilog , vhdl or mixed language.
Equivalence check between rtl vs. netlist,
Formal FORMALITY ) o _
o or netlist vs. netlist with user defined
verification From SYNOPSYS _
constraints
HAL _

Rule check Based on rule file.

Testability Run

TETRAMAX
From SYNOPSYS

Test coverage and fault coverage analy
to check for >98% ,using user defineg

in

/Sis
|

constraints.

Table 5.1: The Tools used for different validation tasks

5.2 VALIDATIONWIZARD
ValidationWizard is a tool developed by the testsolutieam of STMicroelectronics.
The objective of this tool is to validate multiple nam BIST designs, netlist or RTL.
This tool can automate one or more combination @fiiove validation tasks.

The tool contains following three components
* Tools: Contains tasks, subtasks, executable files amolates.

+ BIN: ValidationWizard executable.

» Configuration files: Template files for design configuratand test configuration.
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The two configuration files used by the tool to autonthéewhole process are —

1. Design.config file

This file contains the following information-

Information about design.
Search Path

Global search path

Top design name
Testbench

Constraint files

2. test.config file

this file contains the following information-

Informationabout the task to be performed.
Task specific design file
Executable files

Pass code/failcode

The different features provided by these files are-

« One or more number of validation tasks can be made rumbrun with an

assertion bit associated with each task.

* We can pass the information about type of input filectvié read from the search

path. Valid file types supported are — rtl, netlist, modsdel, testbench, link

library, target library, script.

* The valid languages and formats are — VHDL, verilog , xtbascii .

* We may give the type of output file to be generated d#ftertask which may be

used by any subsequent tool in the task list.
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Pass code and fail code can have user defined stringé wiilicbe used for

validation results.

This helps validationWizard to generate a complete lpgrteafter the execution
of the tool.

There is an option to check the correctness of thégroation file itself.

Separate directories are generated for each individualmlaish contains the log
fles and other generated report.

After the validation run we can automatically checkhwiite help of a checklist
whether all the required tasks have been performed or not

Level reports give the detailed information of the Aaabkstatus of the validation

task.

5.2.1 Running the ValidationWizard

After making the configuration files the tool is runrfiothe command line following

some patrticular steps.

The tool generates two reports after the execution.

Level 1 report:

Like a checklist for all the tasks run and gives a combinfedmation for all the
designs mentioned in design.config file.

Level 2 Report:

Gives detailed information about each design. It givesdhor messages and

location for each design and each test case.

5.3 The Shell Scripts

The executable scripts of the tool have been writt¢éh shell programming in UNIX

environment. The tool is still in the development s with several modifications

being made based on the feedback from the team menmaeodheer associates. As a part
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of this project work the scripts of this tool have rberodified for different validation
tasks. This modification concerns with changes infénemat of the configuration file, the
error checking process for the configuration files amddibsign files etc.

Note: Detailed information can not be revealed here asish@mpany confidential.
5.4 Validation of BIST for High Speed Single-port RAM

Validation of BIST RTL for SPHS65 memory has been dwith the ValidationWizard

tool as well as manually.
5.4.1 SIMULATION & GATE SIMULATION:

The simulation and gate simulation of the design was dathethe help of a testbench.
This testbench will exercise memory BIST in fdNVDefault test mode on all memories
and for the complete memory address range. It is impottasimulate the assembly
completely to verify correct operation of the memBI$T.

Different modes of the BIST operation and tests desdrib chapter 3 have been verified
by simulating the entire design (MEMORY+ BIST).

First the simulation of the RTL description tbé assembly module. When RTL
simulation is successfully completed, the RTL code igshegized to obtain gate-level
descriptions and again the simulation is re-run, whiclalied as gatesimulation.

The simulation consists —
* Compilation
» Elaboration

¢ Simulation
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5.4.2 SYNTHESIS
Synthesis is done with help of a synthesis scriptt@riaccording to the tool used .
Synthesis of the whole design is done based on théramns for the 65 nm technology.
The synthesis consists-

* Read

 Compile

5.4.3 FORMAL VERIFICATION
Formal verification is done to check the equivalencthefRTL description of the design

with the Gate level netlist.

5.4.4 TEST COVERAGE
The minimum test coverage should be 98%. Test coveragysiarias been done for the

applied test vectors.

5.4.5 HAL RUN
HAL run refers to the process of checkingdbeeloped RTL code in reference to

the design rules established by the company.

5.5 RESULTS

¢ Simulation results - Passed

» Synthesis results —

Area of MEMORY+ BIST - Approximateds00 micron
Minimum clock period - @Wl4ns

» Gate Simulation result -  PASSED

» Test coverage - ¥bO8%

* Formal verification - Padse

e HAL Run - Bad

NOTE: The exact results can not be shown as that is aongmanfidential.
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CHAPTER 6

CONCLUSION & FUTURE SCOPE OF WORK

The simulation results for the BIST for high-speed 65 nemories have proved the
functional correctness of the BIST design as wellhesarea and speed performance of
the BIST confirms to the expected results.

As more and more memory cores are embedded in staébe-aft SOCs, embedded
memory testing has emerged as a key issue in the VL&indesplementation and
fabrication flow. Low power, low area overhead, lavuting congestion, low testing time

and reduced performance overhead are a few key issuesé#tato be tackled.

The Memory BIST has become an imkegart of the modern integrated
circuits as it provides the best features to test theedded memories most efficiently
with low area overhead and at-speed operation. Asuimber of memories increases on
a chip there is need to develop efficient BIST architexs, which meet the two main

criteria’s high-speed performance and minimum area oadrhe
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