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Abstract

Channel coding provides the means of patterning signals so as to reduce their en-

ergy or bandwidth consumption for a given error performance. Low density Parity

Check (LDPC) codes have been shown to have good error correcting performance

which enables efficient and reliable communication. LDPC codes have linear decod-

ing complexity but performance approaching close to shannon capacity with iterative

probabilistic decoding algorithm. It has drawn the significant attention of researchers

due to these reasons.

In this dissertation, the performance of different error correcting code such as

convolution, Reed Solomon (RS), hamming, block code are evaluated based on dif-

ferent parameters like code rate, bit error rate (BER), Eb/No, complexity, coding

gain and compare with LDPC code. In general, message passing algorithm and the

sum-product algorithm are used to decode the message. We showed that logarith-

mic sum-product algorithm with long block length code reduces multiplication to

addition by introducing logarithmic likelihood ratio so that it achieves the highest

BER performance among all the LDPC decoding algorithms. By applying min sum

algorithm we achieved further reduction in complexity and improvement of decoding

performance. The main contribution of this thesis is to modify min sum algorithm in

such a way that decoding performance can be improved with a shorter block length

code and reasonable complexity.

The astonishing performance combined with proposed modified min sum decoding

algorithm make these codes very attractive for the next generations digital broad-

casting system (ABS - S). This reduces the complexity of decoder with a significant

performance improvement as compared to the DVB - S2 standard.
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Chapter 1

Introduction

Efficient and reliable digital data communication system are required for faithful data

transmission. The channel coding is therefore employed to minimize the error rate

& thus increase the reliability of the system. At the same time it improves the sys-

tem efficiency. The channel coding is correlated with the source information and the

channel capacity which is stated in the Shannon theorems as follows :

”If the information rate of a given source does not exceed the capacity of a given chan-

nel, then there exists a coding technique that makes possible error free transmission

through this unreliable channel [1].”

1.1 Error Correcting Codes

Coding techniques are used to control error in modern digital communication system.

Without error correcting code data is required to be retransmitted if error has been

detected in the received data. Retransmission adds delay, cost and reduces system

throughput. The error correcting code can therefore be used to detect and correct

errors in the received data thereby increasing system throughput, speed and reducing

power consumption. They are specially suitable for long distance one way commu-

nication channels such as satellite to satellite and deep space communication. They

are also used in wireless communication and storage devices. Several error correction

1



CHAPTER 1. INTRODUCTION 2

codes have been developed over time to encode and decode, sending and receiving

data respectively. They differ in correcting error performance, computation and com-

plexity.

It has been mentioned how the introduction of FEC schemes increases the com-

plexity of the transmitter and receiver. In particular the receiving equipment has to

take care of correcting the possible errors, a task that can be computational demand-

ing. For this reason, when real systems are designed, the choice of the code used

cannot be based exclusively on the coding performances but also hardware require-

ments must be considered. Hence, it is important to develop codes that are capable of

good performances without making the encoding and decoding processes intractable

from an implementation point of view.

Figure 1.1: BER Performance of different Error Correcting code
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The error correcting codes can be classified in two major category namely linear

block codes and the convolution codes. Convolution codes differ from block codes

in the sense that the encoder output is constructed not only from a single input

but also using some previous encoder inputs. Clearly memory is required to store

previous inputs for further use. The encoder for a block codes divides the information

sequence into message blocks and transforms each message independently to discrete

symbols, called codeword. Convolutional codes are used extensively in numerous

applications in order to achieve reliable data transfer, including digital video and

mobile communication [2]. It is well suited for channels with random errors, in general

the reed - solomon code is well suited to correct the burst output errors. Figure 1.1

shows the BER performance of different error correcting codes. The comparison of

the same for coding gain, Eb/N0, BER, complexity and application is given in table

1.1.

Table 1.1: Comparison of different Error Correcting Code

Code Eb/N0(db) Coding
Gain(db)

BER Complexity Application

Uncoded 13
Block 9.3 3.7 10−6 very less CD - ROM
Hamming 9 4 10−6 less
Convolution 7.5 5.5 10−6 more Cellular
RS 8 5 10−6 more Satellite

It is seen that convolution code has better coding gain compared to other code.

However it has more computational complexity. So better codes are usually more

complicated and have higher complexity [3]. This realization has lead to the develop-

ment of better error correction codes and the subject of information theory to meet

shannon’s condition.
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1.2 Thesis Organization

The rest of the thesis is organized as follows.

Chapter 2 is describe the LDPC codes. The different parameters which characterizes

the LDPC codes are presented. Representation of LDPC code and methods for

constructing LDPC codes are also discussed, followed by algorithm for 4 cycle

removal in a tanner graph.

Chapter 3 explain encoding of LDPC codes using different methods like using G

matrix, dense method and sparse LU decomposition method. Throughout this

thesis Binary Phase Shift Keying (BPSK) modulation is used with Additive

White Gaussian Noise (AWGN) channel.

Chapter 4 describes the iterative Bit flipping Algorithm and Sum product Algorithm

which are used to decode the LDPC code and decoding performance of said

LDPC code is evaluated. I proposed an algorithm based on sum - minimum

value among extrinsic information from the variable nodes into consideration.

The purposed algorithm make correction factor varies with different iteration

which leads to better decoding performance. In

chapter 5, I have applied the LDPC codes concatenated with BCH codes in DVB - S2

standard which is used in satellite communication system. The performance is

evaluated in terms of BER. I have also applied the LDPC codes in combination

with the algorithm proposed in 4 to ABS - S system and evaluated its decoding

performance.

Finally, in chapter 6 concluding remarks and scope of future work is presented.



Chapter 2

Low Density Parity Check Code

Low-density parity-check(LDPC) code was first proposed by Gallager in the 1963s

but it was forgotten for the next few years until the discovery of Turbo codes because

of high computation complexity. LDPC codes are linear codes whose parity check ma-

trix contains only a few 1s in comparison to the amount of 0s. The most significant

difference between LDPC codes and classical block codes lies in the manner [4] they

are decoded. Classical block codes are generally decoded with Maximum Likelihood

(ML) ratio and so are usually short and designed algebraically to make this task less

complex. LDPC codes, however, are decoded iteratively using a graphical represen-

tation of their parity-check matrix and so decoding is very complex. LDPC codes

mainly have two advantages and distinctions from other traditional codes. First,

LDPC codes use the soft value of each bit in decoding. Secondly, it uses iterative

decoding scheme based on graph model [5].

2.1 Characteristics of LDPC Codes

2.1.1 Near - capacity approaching Performance

According to shannon’s theorem, with the long and random codes better channel

capacity can be achieved. As the LDPC codes have large block length, therefore can

5
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attain near capacity performance. Chung and Forney in [6] have demonstrated that

LDPC code performs within 0.0045 dB of the Shannon limit at a bit error rate of

10−6 with block length of 107. The LDPC code works very well at high code rates as

well as low code rates. This is demonstrated through simulation in chapter 4.

2.1.2 Sparse Parity Check Matrix

A sparse matrix is a matrix populated with few ones in each row and column. More

precisely, the ratio of nonzero entries into that matrix is kept low. This is the reason

why they are called low−density. Sparseness generally makes the code little complex

but gives better error performance. Here the direction of constructing matrices is

opposite to the normal one : design H and then calculate G.

2.1.3 Large Hamming distance

The Hamming distance between any two codewords is the number of bits with which

the words differ from each other and the minimum distance of a code is the smallest

hamming distance between two codewords. The larger the distance better the per-

formance of a code. Some facts can help LDPC codes achieve this goal. First, any

two columns have an overlap of at most one. Secondly, the sparse property allows us

to avoid over-lapping. Less over - lapping means high independence among different

coded bits. This condition provides good decoding ability in LDPC code and results

in low bit error rate [5] [7].

2.1.4 Complexity

LDPC code have linear decoding complexity. The complexity per bit(= No of itera-

tions × Operations per bit per iteration) is independent of the block length. There-

fore, the total complexity is linear in the block length. The Encoding, in general, is

performed by matrix multiplication and so complexity is quadratic in the code length

[8].
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2.2 LDPC Representation

2.2.1 Matrix Representation :

LDPC code is a binary linear block code that can be denoted as N ×M code. where

N is the code length , M is parity check. For a matrix to be called low-density the

two conditions Wc << N and Wr << M must be satisfied. Wc is the column weight

(number of nonzero elements in a column of the parity-check matrix), and Wr is the

row weight (number of nonzero elements in a row of the parity-check matrix).

H =


1 0 1 0 1 1 0 0

0 1 0 1 0 1 1 0

1 1 1 0 0 0 0 1

0 0 0 1 1 0 1 1



(8, 4) Code with Wc = 2, Wr = 4

2.2.2 Graph Representation :

Tanner graphs, which are essentially Bipartite graphs, can be used to represent LDPC

Codes. These graphs also help to describe the decoding algorithm. The tanner graph

consists of two types of nodes namely bit nodes and parity check nodes. An edge

between a bit node to a check node exists if that bit is included in the corresponding

parity-check equation. The number of edges in the tanner graph is equal to the

number of ones in the parity-check matrix which is shown in figure 2.1

Tanner graphs are bipartite graphs that means that the nodes of the graph are

separated into two distinctive sets and edges are only connecting nodes of two different

types. Tanner graph of the code consists N bit nodes and (1−M)×N check nodes.

Total number of nodes in the tree is therefore (2−M)×N . In this graph a cycle is
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Figure 2.1: Tanner graph corresponding to the (8,4) regular code

formed by a path starting from a node and ending at the same node. The length of

cycle is given by the number of edges in the path. Smallest cycle in a tanner graph

is called Girth.

2.3 Regular and Irregular LDPC codes

A LDPC code is called Regular if Tanner graph is both left and right-regular, means

number of one’s are constant for every column(Wc) and number of one’s are constant

for every row (Wr) respectively. The code rate is defined as the ratio of the number

of information bits to the total number of bits in the codeword. This is also given

by the ratio of the number of check nodes to the number of bit nodes in the code in

tanner graph. i.e. R = M
N

For Regular Code

Wr = Wc

(
N

M

)
(2.1)

When the numbers of 1s in each row or column are not constant than the code is

called a irregular LDPC code.

For Irregular Code

M

(∑
i

hi × i

)
= N

(∑
i

vi × i

)
(2.2)
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For an irregular parity-check matrix we designate the fraction of columns of weight

i by vi and the fraction of rows of weight i by hi. Where v and h are called the

degree distribution of the code. The parity-check matrix shown below is irregular

with degree distribution h3 = 1
2
, h4 = 1

2
and v1 = 1

4
, v2 = 3

2
. Tanner graph of (8,4)

irregular code is shown in figure 2.2. In general, the BER performance of irregular

LDPC codes are better than regular LDPC codes [9].

H =


0 1 0 1 0 0 0 1

0 0 1 1 0 1 0 0

1 1 1 0 0 0 1 0

0 0 0 0 1 1 1 1



(8, 4) irregular code

Figure 2.2: Tanner graph corresponding to the (8,4) irregular code

2.4 4 Cycle Removal

The smallest possible girth is four in a tanner graph. In figure 2.1 defined path

C0 → P0 → C2 → P2 → C0 is an example for a short cycle. These short cycle

should be avoided in the construction of LDPC codes since they are bad for decoding
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performance. The Four-loop detection algorithm is used for removing short cycle [10].

The algorithm is explained in figure 2.3.

Figure 2.3: Flowchart of 4 Cycle Removal

a. Find the set of all bit nodes N to which the jth check node is connected.

b. For each bit node i in N (N 6= i), find all the check nodes M, that are connected

to that nodes.

c. For each check node j in M (M 6= j), find all the bit nodes N, that are connected

to that node.

d. If any ith bit node are in M then a four loop is detected and the edge should

be removed.
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2.5 Construction of LDPC Code

2.5.1 Gallagers Construction

The original LDPC codes proposed by Gallager with a fixed column weight (Wc)

and a fixed row weight (Wr).The parity-check matrix is divided horizontally into Wc

blocks with M
Wc

rows in each block and containing a single 1 in each column. Every

other block of rows is a randomly chosen column permutation of this first block, H0

as shown in figure 2.4. Where πi(H0) denotes a column permutation of H0 [11].

Figure 2.4: (20,15)Code with Wc=3,Wr=4 Gallagers Construction

2.5.2 MacKay Neal Construction

The Mackay Neal construction method for LDPC codes can be used to avoid cycles of

length 4, called 4-cycles, by checking each pair of columns in H to see if they overlap

in two places. In one of the method, H is generated with weight j per column and

uniform weight i per row for avoiding four cycle or girth larger than six [12]. Figure

2.5 shows one of the Mackay construction which uses identity matrix and rotate it

with column permutation of the first block.
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Figure 2.5: (20,15)Code with Wc=3,Wr=4 MacKay’s construction

2.6 Summary

LDPC codes are a class of block codes which can be decoded using iterative probabilis-

tic decoding algorithm and codes are based on tanner graph. Random constructions

connect rows and columns of a LDPC code matrix without any predefined pattern.

Gallager, MacKay and Neal construction were random construction of LDPC which

are based on column permutation. Mackay prove that short cycle (Girth 4) should

be avoided in the construction of LDPC codes since they are bad for decoding perfor-

mance. Random constructions have flexibility in design and construction but lack row

- column connections regularity, which increase decoder interconnection complexity.



Chapter 3

LDPC Encoding

The encoding of LDPC code is similar to that of the linear block code. From a given

parity check matrix H, generator matrix G is derived. The parity check matrix is

converted into systematic form H = [P T
N−M×M | IM×M ]. From G matrix, codeword

is obtained as C = vG where v is the information bit. The drawback of this ap-

proach is that, unlike H, the matrix G will most likely not be sparse. The encoding

process complexity is of the order of (N2) for block length N [13]. However for ar-

bitrary parity-check matrices a good approach is to avoid constructing G at all and

instead to encode using backward substitution with H. This approach is called as

Dense Encoding Method [14].

In this method, the parity check matrix H partition into M ×M left part A, and

M × N right part B. If A is non - singular than rearranging the column to make

singular. Same way partition the codeword x into N −M information bits, s, and M

parity check bits, c.

Now all parity check equations are satisfied if Hx = 0.

[A | B][
c

s
] = 0

From this, we get

Ac+Bs = 0

13
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so,

c = A−1Bs

Solving for the parity check bits c requires time of the order of M × (N −M), when

M < N −M . If number of one in a row of B is constant then compute c = A−1z,

where z = Bs. The total time in this case is of the order M2 which is better than

previous method. In these approaches the time complexity is high. The Lower -

Upper triangular (LU) decomposition method is on the other hand a fast encoding

approach. This is described in following section.

3.1 Fast Encoding of General Low-Density Parity-

Check Codes

Figure 3.1: H matrix in approximate lower-triangular form

By row interchange and column interchange, the parity-check matrix can be put

into approximate lower triangular form [15] as shown in figure 3.1. The matrix T is a

lower triangular matrix has 1s everywhere on the diagonal with size (M−g)×(M−g).

Six matrices of parity check matrix named A, B, T, C, D and E are very sparse because

the original matrix H was very sparse. Time is reduced by N + g2 , where g is the

small fraction of N and the source vector s of length K = N - M which can be encoded

into a transmission t = [s;P1;P2] as follows where P1 , P2 are parity bit. Table 3.1

shows different LDPC encoding schemes.
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Table 3.1: Summary of the different LDPC encoding schemes

Encoding scheme Description Comments

Using Generator matrix H ⇒ G; c = vG H and G not a sparse.
Bad error performance

Dense encoding [A | B][ c
s
] = 0 ;Ac+Bs =

0; c = A−1Bs
A must be a non-
sigular.weak error per-
formance.less complex

LU decomposition High complexity, Fast

3.2 Minimum BER achievable by coded BPSK sys-

tems in AWGN Channel

According to shannon’s limit, the BER corresponding to channel capacity limit gives

the minimum Eb/N0 required for communication and it depends on a given bit error

rate P , and a code rate R [16]. Let H2 denote the entropy of a binary symmetric

source :

Figure 3.2: The binary-input gaussian-output channel

(P,R) = R(1−H2(p))

= R(1 + plog2(p) + (1− p)log2(1− p))

(P,R) = C

(
R
Eb
N0

)
(3.1)

The graph in 3.3 for different values of are show the minimum bit error probabilities

for the binary input with additive white Gaussian noise output. For the AWGN

channel represented by R = 0.1, 0.5, 0.9, 0.99 (AWGN) notice that the AWGN input

perform better than the binary input modulation. As the rate increases coding gain is
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also increasing and tends to optimal value. The binary input curve is moving toward

the BPSK curve, whereas the AWGN curve is moving toward shannon’s limit of -1.6

db (appendix A).

Figure 3.3: Minimum bit error probability for coded BPSK modulations

3.3 Summary

The weak point of LDPC codes is their encoding process: a sparse parity check

matrix does not have necessarily a sparse generator matrix. Moreover, it appears

to be particularly dense. So encoding by a G matrix yields to an N2 complexity

processing. Richardson demonstrated fast encoding method by which the encoding

cost can be reduced from N2 to a cost of N + g2. Where N = block length, g is the

small fraction of N .



Chapter 4

LDPC Decoding

LDPC code decoding is archived through iterative processing based on tanner graph,

to satisfy parity check conditions named as Message Passing Algorithm. The Message

Passing Algorithm is based on Belief Propagation which are used to decode LDPC

code iteratively. In some algorithms, such as bit-flipping decoding, the messages are

binary and in others, such as belief propagation decoding, the messages are proba-

bilities which represent a level of belief about the value of the codeword bits. The

bit-flipping decoding is one kind of hard decoding which accepts binary bit as in-

put. The sum product algorithm is one kind of soft decoding which accepts input bit

probabilities.

4.1 Bit flipping Algorithm

In bit flipping Algorithm decoder detects hard decision for each received bit as an

input. Each bit node sends a message to each connected check node. The check

node determines that its parity-check equation are fulfilled if the modulo-2 sum of

the incoming bit values is zero. If parity-check equation are not fulfilled than each

check node sends a message to each connected bit node. Each bit node has 3 type

of information, out of them first is the original bit received and other two are sug-

gestions from the check nodes. The majority rule is used to take the decision. If the

17
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majority of the messages received by a bit node are different from its received value

the bit node changes (flips) its current value. This process is continue until all of

the parity-check equations are satisfied, or until maximum number of iterations are

defined.

The algorithm is explained on the basis of the previous code (8,4) with regular H

matrix and its tanner graph. Let us assume transmitted codeword C=[1 1 0 0 1 0 1 0]

which passes through channel, during transmission one error is assumed to occur at

bit C3 which flipped to 1. So received codeword C=[1 1 0 1 1 0 1 0]. In the first step,

initial parity from bit node is calculated. After that each bit node send message to

each connected parity node and each parity node send updated message to bit node.

Messages sent and received by the bit nodes is as shown in below, where [f0....f3] are

parity check node and [C0...C7] are bit node.

For f0 For f1

C0 → 1, f0 → 1 C1 → 1, f1 → 0

C2 → 0, f0 → 0 C3 → 1, f1 → 0

C4 → 1, f0 → 1 C5 → 0, f1 → 1

C5 → 0, f0 → 0 C6 → 1, f1 → 0

For f2 For f3

C0 → 1, f2 → 1 C3 → 1, f3 → 0

C1 → 1, f2 → 1 C4 → 1, f3 → 0

C2 → 0, f2 → 0 C6 → 1, f3 → 0

C7 → 0, f2 → 0 C7 → 0, f3 → 1

The decision is then taken using majority rules as shown in table 4.1. The decision

is validated by performing parity check. For number of bit errors are more than one,

as many iterations are required for parity check operations.

The bit-flipping algorithm has following benefits:

• Once a solution has been found, than additional iterations are avoided.

• Failure to converge to a codeword is always detected.
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Table 4.1: Majority rule to take decision

Bit node Received bit Sent message from check node Decision
C0 1 f0 → 1, f2 → 1 1
C1 1 f1 → 1, f2 → 1 1
C2 0 f0 → 1, f2 → 0 0
C3 1 f1 → 1, f3 → 0 0
C4 1 f0 → 1, f3 → 0 1
C5 0 f0 → 0, f1 → 1 0
C6 1 f1 → 0, f3 → 0 1
C7 0 f2 → 0, f3 → 1 0

4.2 Sum Product Algorithm

The sum-product algorithm (SP) is a soft decision algorithm which accepts the prob-

ability of each received bit as input. In [17] the SP algorithm estimates the input bit

probabilities using intrinsic (knowledge before an event) and extrinsic (knowledge

after an event) information. A Priori Probabilities refers to what was known about

the bit before observing the outcome of the event A. It is denoted by

Ppriori(xi = 1/A)

Posterior probability P (Xi/Yi) is normally calculated by updating the prior proba-

bility by using Bayes’ theorem which is an estimate of the symbol Xi after knowing

that a given symbol Yi appeared at the channel output which is denoted by

P

(
Xi

Yi

)
=
P (Xi)P

(
Yi

Xi

)
P (Yi)

where Xi = transmitted bit (4.1)

Yi = received bit (4.2)
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In sum-product decoding algorithm Priori and Posterior probability are expressed as

log-likelihood function. ’Likelihood’ allows us to estimate unknown parameters based

on known outcomes. In case of binary the probability of variable x is expressed as

Log likelihood ratios (LLR) and is represented by equation 4.3 and 4.4 for bit 1 and

0 respectively.

LLR(x) = log

(
P (x = 1)

P (x = 0)

)
= log

P

1− P
, if x = 1 (4.3)

LLR(x) = log

(
P (x = 0)

P (x = 1)

)
= log

1− P
P

, if x = 0 (4.4)

If p ≥ 0.5 or (p(x = 0) ≥ p(x = 1)) then LLR(x) is positive

If p ≤ 0.5 or (p(x = 1) ≤ p(x = 0)) then LLR(x) is negative, Thus the sign of LLR(x)

provides the hard decision for x and the magnitude |LLR(x)| is the reliability of

this decision. The aim of SP decoding algorithm is to maximize the a - Posteriori

Probability (MAP) for each codeword bit. Extrinsic information for bit i received from

the parity-check nodes which is independent of the a priori probability information

for the receiver bit i, but depend on the a priori probabilities of the other codeword

bits. The a priori information is obtained from the channel and extrinsic information

is obtained from other nodes in a decoding procedure as given in [18].

LLRpost(x) = LLRprior(x) + LLRextr(x) (4.5)

Important notations :

• Ej,i = Messages sent from check node j to bit node i.

• Mj,i = Messages sent from the bit node i to the check node j.

• LLR(yi) = LLR of priori message probabilities.



CHAPTER 4. LDPC DECODING 21

In case of an Additive White Gaussian Noise (AWGN) channel.

LLR(yi) =
2yi
σ2

(4.6)

where σ2 is the noise variance and yi(0,1) is the received bit. Sum-product algorithm

of LDPC decoding requires the knowledge of noise variance of a Gaussian channel.

If the assumed noise variance is smaller than that of the true value, the performance

of decoding degrades. LLR(yi) is the received probability. Ej,i is the LLR of the

probability that bit i causes parity-check j to be satisfied. The probability that the

parity-check equation is satisfied if bit i is a zero is thus 1 - P ext
j,i .

Ej,i = LLR(P ext
j,i ) = log

(
1− P ext

j,i

P ext
j,i

)
(4.7)

where P ext
j,i is the probability that the parity-check equation is satisfied if bit i is a 1.

It is defined asB

P ext
j,i =

1

2
− 1

2

∏
i 6=i′

(1− 2P int
j,i′ ) (4.8)

where P int
j,i′ is the current estimate, available to check j, of the probability that bit i

is a 1.

Ej,i = log

[
1
2

+ 1
2

∏
i 6=i′(1− 2P int

j,i′ )
1
2
− 1

2

∏
i 6=i′(1− 2P int

j,i′ )

]
(4.9)

where,

1− 2P int
j,i′ = tanh

[
1

2
log

(
P int
j,i′

1− P int
j,i′

)]

= tanh

[
1

2
LLR(P int

j,i′ )

]
= tanh

[
1

2
Mj,i′

]

Ej,i = log

1 +
∏

i 6=i′ tanh
(
Mj,i′

2

)
1−

∏
i 6=i′ tanh

(
Mj,i′

2

)
 (4.10)
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The total LLR of the i-th bit is the sum of these LLRs:

Li = LLR(yi) +
∑
j∈Ci

Ej,i (4.11)

4.3 Min-Sum Product Algorithm

The sum-product algorithm can be modified to reduce the implementation complex-

ity of the decoder [19]. The Min-Sum (MS) algorithm is based on the sum-product

algorithm with a simple approximation approach, and it is not necessary to estimate

the noise power for an additive white Gaussian noise channel so it offers better solu-

tions to reduce implementation complexity of the decoder in terms of hardware [20].

Messages from check node j to bit node i can be written as

Ej,i = log

1 +
∏

i 6=i′ tanh
(
Mj,i′

2

)
1−

∏
i 6=i′ tanh

(
Mj,i′

2

)
 (4.12)

This equation can be written as

Ej,i = 2tanh−1

[∏
i 6=i′

tanh

(
Mj,i′

2

)]
(4.13)

Firstly Mj,i′ can be factored as sign and magnitude separately

Sj,i′ = sign(Mj,i′)

βj,i = |Mj,i′ |

Then equation becomes

Ej,i =

(∏
i 6=i′

Sj,i′

)
2tanh−1

(∏
i 6=i′

tanh

(
βj,i′

2

))
(4.14)
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It can be re-arranged to replace the product by a sum

Ej,i =

(∏
i 6=i′

Sj,i′

)
2tanh−1log−1log

(∏
i 6=i′

tanh

(
βj,i′

2

))

=

(∏
i 6=i′

Sj,i′

)
2tanh−1log−1

(∑
i 6=i′

logtanh

(
βj,i′

2

))

Note that the inverse hyperbolic tangent is

tanh−1(x) =
1

2
log

1 + x

1− x
(4.15)

Define new function for x > 0, where the smaller x has larger value of φ(x)

φ(x) = φ−1(x) = log
1 + e−x

1− e−x
= −log[tanh(x/2)] (4.16)

Finally equation becomes

Ej,i =

(∏
i 6=i′

Sj,i′

)
φ

(∑
i 6=i′

φ(βj,i′)

)
(4.17)

Now take minimum value of βj,i′

Ej,i =

(∏
i 6=i′

Sj,i′

)
mini 6=i′βj,i′ (4.18)

Ej,i =

(∏
i 6=i′

sign(Mj,i′)

)
mini 6=i′ |Mj,i′ | (4.19)

4.4 Modified Min-Sum Product Algorithm

The Min-Sum Product process is almost completely determined by the magnitude

and sign of the minimum value. When the sub - minimum value among the extrinsic

information is close to the minimum one, the MS algorithm sufferes great performance

degradation, So we intend to take the sub - minimum value into consideration and



CHAPTER 4. LDPC DECODING 24

find a correction factor γ̂ which is related to Ej,i as shown in equation 4.20.

(Ej,i)MMS = γ̂ (Ej,i)MS (4.20)

Let m1, m2 denote the minimum and sub - minimum value of |Mj,i′ |. Using property

of φ(x), we can make an approximation that

φ

(∑
i 6=i′

φ(|Mj,i′ |mini 6=i′
)

)
= φ[φ(m1) + φ(m2)] (4.21)

Assume

φ[φ(m1) + φ(m2)] = γ̂ m1 (4.22)

where, γ̂ = correction factor, using the property φ(x), x > 0 and applied on equation

4.22

φ(γ̂ m1) = φ[φ[φ(m1) + φ(m2)]]

= φ(m1) + φ(m2)

φ(x) = φ−1(x) = log
1 + e−x

1− e−x
= log

ex + 1

ex − 1
(4.23)

Equation 4.22 and 4.23 can be rewritten as

log

[
eγ̂ m1 − 1

eγ̂ m1 − 1

]
= log

[
em1 + 1

em1 − 1

]
+ log

[
em2 + 1

em2 − 1

]
= log

[
em1 + 1

em1 − 1

em2 + 1

em2 − 1

]
eγ̂ m1 − 1

eγ̂ m1 − 1
=

em1 + 1

em1 − 1

em2 + 1

em2 − 1

=
em1+m2 + em1 + em2 + 1

em1+m2 − em1 − em2 + 1
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On solving, we get

eγ̂ m1+m1 + eγ̂ m1+m2 − em1+m2 − 1 = 0

eγ̂ m1 =
1 + e(m1+m2)

em1 + em2

Finally, we calculate correction factor γ̂ in terms of m1 and m2

γ̂ =
1

m1
log

[
1 + e(m1+m2)

em1 + em2

]
(4.24)

Figure 4.1: Relation between Correction factor (γ̂) and m1

First we check the importance of the sub - minimum value. Figure 4.1 and figure

4.2 shows the relation between correction factor (γ̂) and minimum value (m1), cor-

rection factor (γ̂) and sub - minimum value (m2) respectively.

From Figure 4.1, we can see at particular sum - minimum value (m2), correction
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Figure 4.2: Relation between Correction factor (γ̂) and m2

factor (γ̂) changes slightly as minimum value (m1) changes. Figure 4.2 shows that

with the increasing m2, correction factor (γ̂) also increasing and converges from 0

to 1. As a result the curves with different m1 value are very close to each other.

According to the above analysis, it seems that the sub - minimum value among the

extrinsic messages from the variable nodes plays an important role in the valuation of

the correction factor (γ̂), so by allowing the factor to change at each iteration in view

of the sub - minimum value, the MMS algorithm can improve the BER performance.

Table 4.2: Value of correction factor according to m2

m2 Correction factor m2 Correction factor
0 to 0.5 0.25 1.6 to 2 0.75
0.5 to 0.7 0.35 2 to 2.5 0.85
0.7 to 1 0.45 2.5 to 3 0.90
1 to 1.3 0.55 3 to infinite 0.95
1.3 to 1.6 0.65
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According to figure 4.2, we choose different correction factor (γ̂) which is shown in

table 4.2.

4.5 Performance Evaluation and Numerical Result

In this section, we present the performance analysis of Sum product decoding scheme

in terms of Bit Error Rate (BER) in additive white gaussian noise (AWGN) chan-

nel. For that we set 500 information bits, 500 parity bits, so codeword bits are 1000,

weight of column Wc in H matrix is 3 and code rate is 1/2. It is seen from figure

4.3that BER at 3 dB is 6.034 × 10−3 and Signal to Noise Ratio (SNR) at 5.7 dB is

6.034× 10−3. It is observed that if any system requires BER of 10−3 then minimum

value of Eb/N0 should be 3 dB.

Figure 4.3: (1000,500,3) Sum Product decoding

We compare the performance analysis of Bit flipping and Sum product decoding
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scheme in terms of Bit Error Rate (BER) in additive white gaussian noise (AWGN)

channel as shown in figure 4.4. For that we set 1000 information bits, 1000 parity

bits, so codeword bits are 2000, weight of column Wc in H matrix is 3 and code rate

is 1/2. It is notated that bit flipping decoding gives 0.5 BER throughout the Eb/N0

while sum product decoding gives 8.07 × 10−3 BER at 3 dB which is better than

bit flipping because sum product decoding accepts soft decision as a input while bit

flipping accepts hard decision.

Figure 4.4: (2000,1000,3)code BER performance of bit flipping and Sum Product
decoding

Values of BER have been computed for Bit flipping and Sum product decoding

scheme with different code rate, which is shown in table 4.3. It is observed that at

low code rate of 1/9, bit flipping gives 0.3756 BER and sum product gives 0.0811

BER. At high code rate of 4/5 bit flipping gives 0.3360 BER and sum product gives
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0.0834 BER and for standard code rate at 1/2, bit flipping gives 0.3550 BER and

sum product gives 0.1550 BER. So it can be stated that LDPC code work better at

high code rates as well as low code rates.

Table 4.3: Code comparison with different Code Rate

Code Rate
Weight of
column (Wc)

Bit Flipping Sum Product

1/9 3 0.3756 0.0811
1/5 3 0.3860 0.090
1/4 3 0.3975 0.1250
1/3 3 0.3933 0.1367
2/5 4 0.4320 0.160
1/2 3 0.3550 0.1550
3/5 3 0.4500 0.1240
2/3 4 0.3800 0.1167
3/4 3 0.3600 0.0980
4/5 4 0.3360 0.0834

For, LDPC codes increasing block length results in increasing BER performance.

This is because the bit nodes and check nodes receive some extrinsic information from

the nodes that are far from them in a given block length. This increases the error

correction capability of the code. For simulation purpose we set different block length

N = 96, 408, 1008, 4000 with code rate = 1/2, using sum product algorithm. More-

over, modulations by BPSK and transmission over an AWGN channel are assumed,

and the maximum number of iterations is set to 50. The BER performance is shown

in figure 4.5.

For N=96, M=48 BER value can be computed using different value of Eb/N0

which is shown in table 4.4. At 4 Eb/N0 BER value is 0.001297. For N=408, M=204

and N=1008, M=504 and N=4000, M=2000 BER value are computed using different

value of Eb/N0 and are shown in table 4.5, 4.6, 4.7 respectively. From table 4.5, 4.6

and 4.7 at 4 Eb/N0, BER value is 0.00035 and 0.00010 and 0.00005 respectively. As the

block length is increasing from N=96 to N=4000, BER performance also increasing

from 0.001297 to 0.00005.
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Table 4.4: For N = 96, M = 48, Max iteration = 50

Eb/N0

(dB)
Block Total bit

Uncoded
error

Error after
decoding

BER

0 250 24000 3861 7102 0.295917
1 250 24000 3188 3998 0.166583
2 250 24000 2576 1634 0.068083
3 615 59040 4617 504 0.008537
4 4457 427872 24228 555 0.001297

Table 4.5: For N = 408, M = 204, Max iteration = 50

Eb/N0

(dB)
Block Total bit

Uncoded
error

Error after
decoding

BER

0 250 102000 16242 31894 0.312686
1 250 102000 13302 14375 0.140931
2 250 102000 10795 2152 0.021098
3 8156 3327648 261648 2152 0.001762
4 20000 8160000 460821 2856 0.000350

Table 4.6: For N = 1008, M = 504, Max iteration = 50

Eb/N0

(dB)
Block Total bit

Uncoded
error

Error after
decoding

BER

0 250 252000 39924 78932 0.313222
1 250 252000 32971 36670 0.145516
2 1266 1276128 132799 4842 0.003794
3 14576 14692608 1159184 25200 0.000515
4 20000 20160000 1138510 2016 0.000100
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Table 4.7: For N = 4000, M = 2000, Max iteration = 50

Eb/N0

(dB)
Block Total bit

Uncoded
error

Error after
decoding

BER

0 250 1000000 158172 308053 0.308053
1 250 1000000 130749 132001 0.132001
2 20000 80000000 8323674 92398 0.001155
3 20000 80000000 6313316 8000 0.000100
4 20000 80000000 4521418 4000 0.000050

Figure 4.5: BER performance In AWGN with different block length
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Figure 4.6 shows the BER performances of (500, 250) LDPC codes with (Wc,Wr)

= (3, 6) and compare sum product, min sum product, modified MS algorithm (cor-

rection factor = 0.95). The maximum number of iterations is set to 50 using AWGN

channel, BPSK modulation scheme is considered. Results shows that modified MS

algorithm (γ̂ = 0.95). offers 3.457 ∗ 10−5 BER at 3 dB which is better compare to

sum product gives 9.345 ∗ 10−4 BER at 3 dB and MS algorithm gives 8.32 ∗ 10−5

BER at 3 dB. Thus it is evident that modified MS algorithm can efficiently reduce

the computational complexity and achieve good BER performance.

Figure 4.6: Comparison of SP, Min Sum, Modified MS algorithm
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4.6 Summary

In this chapter the decoding logic using bit flipping and sum product decoding algo-

rithm is explained. The simulation results shows that soft decoding (which accepts

input bit probabilities) is better than hard decoding (which accepts binary bit as a

input). In the case of LDPC code with large-code length for a sufficient number of

iterations, the BER performance of LDPC codes is close to the shannon limits. Min

sum algorithm has the advantage of improvement in decoding performance and the

reduction in complexity. Our proposed modification in MS algorithm shows that sum

- minimum value plays important role in determining a correction factor which relates

to Ej,i and is used to update check nodes. It results in decoding improvements.
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Application of LDPC Code in

DVB-S2

LDPC codes have been applied to applications in satellite communication and storage

systems. Satellite downlinks are generally characterized as power limited channels.

On board batteries and solar cell are heavy and contribute significantly to launch

costs. Communication channel with bit error rate 10−6 is desired for many applica-

tions. Storage system require very high data rate ( 9
10

) and higher, low SNR(3 to 7

dB) with expected BER value 10−8 to 10−10. So, LDPC codes are one of the most

suitable codes of these recursive channels [21]. Communication standard such as digi-

tal video broadcasting standard 2 uses LDPC code with a variety of rate, 1
4

to 9
10

, and

long block length 32400 to 64800. LDPC code are also recommended for other com-

munication environments such as gigabyte ethernet, wireless broadband and optical

communication [22].

5.1 Digital Video Broadcasting

Digital satellite transmission system was the first area addressed by the digital video

broadcasting (DVB) Project in 1993 by the European Telecommunications Standards

Institute (ETSI). Its initial standard for satellite delivery of digital television and data

34
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services (DVB - S) and digital satellite news gathering (DVB - DSNG), used a serial

concatenation of an outer reed Solomon code and an inner variable rate convolution

code. There are increased demands for larger capacity and innovative services by

satellite broadcast service since first system established. So the new specification

DVB - S2 is enacted. The existing standards of DVB - S and DVB - DSNG offered

QPSK (DVB - S and DVB - DSNG), 8PSK and 16QAM (for DVB - DSNG) modu-

lation scheme.

It provides only downlink but an uplink is also needed to enable interactive ap-

plications such as web browsing. The uplink and downlink need not be symmetric

because many Internet services require a faster downlink. A more attractive alterna-

tive is for the subscriber equipment to transmit an uplink signal back to the satellite

over the same antenna used for receiving the downlink signal. However, given the

small antenna aperture and requirement for a low-cost, low-power amplifier, there is

very little margin on the uplink. This was a limitation of DVB-S. Therefore, strong

FEC coding is desired. For this reason it makes use of the latest modulation schemes

and coding techniques to deliver performance that approaches the theoretical limit

for such systems.

5.2 Function block diagram of DVB-S2

The DVB - S2 System is composed of a sequence of functional blocks as described in

figure 5.1. The block identified as ”Baseband Interface” is suitable for operation with

single and multiple input streams of transport streams, generic streams (packetized

or continuous) [22]. Second block ”Mode Adaptation” is application dependent like

satellite broadband applications, including point-to-point applications like IP unicas-

ting or DSNG with the adoption of Variable Coding and Modulation (VCM) and

Adaptive Coding and Modulation (ACM), allowing different modulation formats and

error protection levels (coding rates) to be used and changed on a frame-by-frame
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Figure 5.1: Functional block diagram of the DVB-S2 system

basis within the transmitted data stream so ACM has been considered as a powerful

tool to further increase system capacity. Scrambler is used for synchronization, clock

recovery and security purpose by removing long string of 1’s and 0’s.

The DVB - S2 specification is the world’s first standard using a serial concatena-

tion of LDPC codes for the FEC together with an outer Bose-Chaudhuri-Hoquenghem

(BCH) code, it allows for outstanding communications performance with reasonable

complexity [23]. Data is first encoded using a BCH code which capable of up to t =

12 error correction and its Blocklength varies from nBCH = 3,240 to nBCH = 58,320.

After encoded BCH data further encoded using LDPC code with variable rate RLDPC

= 1/4 to RLDPC = 9/10. Depending on the application area, the FEC coded blocks

(FEC frames) can have length 64,800 (normal frame) or 16,200 (short frame) bits.

After encoded data passing through interleaver which is a tool that can be used

in digital communications systems to enhance the random error ( bit errors are in-

dependent of each other. Additive noise typically causes random errors ) correcting
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Figure 5.2: Data Bits Output from the Encoder for N = 10, K = 5

capabilities of block codes such as RS codes, turbo code and LDPC code. Block inter-

leaving is more commonly invoked because it is more easily accomplished in hardware

which accept symbols in blocks as shown in figure 5.2 and perform identical permuta-

tions over each block of data. One way this is accomplished involves taking the input

data and writing the symbols by rows into a matrix with i rows and n columns and

then reading the data out of the matrix by columns as shown in figure 5.3. Output

of block interleaver which is shown in figure 5.4.

Figure 5.3: Data Bits are Input Row by Row and Output Column by Column

Figure 5.4: Data Bits Output from the Block Interleaver
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After encoded data mapped in to different modulation modes to get a complex

XFECFRAME. The new DVB - S2 standard allows four modulation modes like

QPSK, 8PSK, 16APSK and 32APSK and its constellations point are shown in figure

5.5. Generally QPSK and 8PSK are typically proposed for broadcast applications

and 16APSK, 32APSK are mainly targeted to professional applications.

Figure 5.5: DVB - S2 Constellations

Adding pilot signalling information from which the receiver is informed about the

coding and modulation parameters of the following payload after decoding. Finally,

”Modulation” applies Base-Band Filtering and Quadrature Modulation, to shape the

signal spectrum to remove aliasing effect and the up converter will generate the RF

signal for transmission to satellite.
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5.3 Performance Evaluation of LDPC in DVB-S2

In this section, simulation results are presented that illustrate the BER performance

of the DVB - S2 LDPC code. For simulation purpose we set different code rate varies

from 1/4 to 9/10 as shown in table 5.1, with QPSK modulation scheme, Normal

frame size = 64800, AWGN channel and maximum iteration are limited to 50. Figure

5.6 shows BER performance of normal frame size. At low code rate 1/4, it gives

6.12 × 10−6 BER at 3 dB and at high code rate 9/10, it gives 8.097 × 10−5 BER at

7 dB. At standard code rate 1/2, it gives 2.11× 10−6 BER at 4 dB which is suitable

for broadcasting application.

Table 5.1: Coding parameter for Nldpc = 64800
LDPC
code
rate

BCH uncoded
Block Kbch

BCH coded
Block Nbch

BCH t-error
correction

LDPC coded
Block Nldpc

1/4 16008 16200 12 64800
1/3 21408 21600 12 64800
2/5 25728 25920 12 64800
1/2 32208 32400 12 64800
3/5 38688 38880 12 64800
2/3 43040 43200 10 64800
3/4 48408 48600 12 64800
4/5 51648 51840 12 64800
5/6 53840 54000 10 64800
8/9 57472 57600 8 64800
9/10 58192 58320 8 64800

Figure 5.7 shows BER performance of QPSK and BPSK modulation scheme with

a code rate 1/2, and maximum iteration are limited to 50. Both are gives same BER

performance at 1 and 0.8 Eb/N0 respectively. So we analyze that LDPC inner coding

performance is within 1dB of the theoretical maximum performance of Shannon’s

limit, resulting in 2dB to 3dB improvement over the DVB - S standard for given

information rate. Figure 5.7 shows that it is impossible for the DVB-S2 codes (without

BCH code) to reach the specifications of BER = 10−7 of DVB-S2 for given code rate
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= 1/2 and Eb/N0 (dB) = 1dB even for the code length is 64800 bits. If we increase

the code length, the BER performance still can not be improved. To overcome this

problem MMS algorithm can be used with a shorter block length which is called

advanced broadcasting system - satellite.

Figure 5.6: BER performance of all code rates using QPSK modulation
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Figure 5.7: Performance of LDPC codes over AWGN channel, N = 64 800 bits

5.4 Advanced Broadcasting System - Satellite

The next generation satellite TV broadcasting system (ABS - S) have better BER per-

formance and lower complexity compared with DVB-S2 system. Under this initiative,

we have designed a single LDPC based Advanced Broadcasting System by Satellite

[24]. The main purpose of ECC design is to construct LDPC codes with a reduction

in transmission power consumption and to lower the error floor to provide satisfactory

services [25]. It is capable to support interactive services to consumer IRD, personal

computers and other professional service that provides two-way satellite communica-

tion devices. The high level function blocks for the ABS - S transmission system are

shown in figure 5.8.

The transmission system is defined as a series of functional blocks that take the

transport stream or generic packet data as a input, format the signal into FEC blocks,

encode each block into coded blocks named codeword with an LDPC encoder, insert

synchronization words and other necessary overhead, pulse-shape the packed signal
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with an filter and up-convert the signal in to a radio frequency.

Figure 5.8: Functional block diagram of the ABS - S transmission system

In comparison to the LDPC codes in the DVB - S2 standard, the family of LDPC

codes in ABS - S has two advantages [26]. First, the codeword length of the LDPC

codes in ABS - S system is much shorter than 64800, and 16200, which are the

codeword lengths of the normal and the short LDPC codes in the standard DVB -

S2, respectively [27]. It is well known in the ECC area that, the longer the codeword

length of an LDPC code, the better the asymptotic performance the LDPC code

can offer. Nevertheless the LDPC codes in ABS - S system can provide similar

performance as the longer LDPC codes in the DVB - S2 standard. It is also known

that, from the application perspective, hardware implementation favors shorter LDPC

codes which cause less design trouble and less hardware cost. The second advantage

is, the LDPC codes in ABS - S can offer BER lower than 10−7, which is required

by video broadcasting application. By contrast, the LDPC codes in the DVB - S2

standard cannot provide BER lower than 10−7 by themselves therefore outer BCH

codes are concatenated to LDPC code.

In comparison to the existing DVB - S2, ABS - S offers the following advantages:

• No BCH code which reduces the complexity dramatically.

• Low cost implementation due to shorter frame

• Powerful FEC that employs LDPC

• Variable code rates with QPSK/8PSK/16APSK/32APSK modulation for dif-
ferent application

• Support different mode adaptation like ACM, VCM, CCM
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5.5 The Proposed MMS Algorithm for ABS - S

The MS algorithm will suffers from performance degradation in terms of bit error rate

due to this minimum value. Proposed algorithm based on sub - minimum value which

is affected by decoding performance. At each iteration of the proposed algorithm also

consists of two phases : (1) updating sub - minimum value, find correction factor (2)

update bit node. Instead of using the notation ri, Ej,i, Mj,i and Li in min sum algo-

rithm, the proposed modified Min-Sum algorithm use the corresponding notations of

λn, αm,n, Cm,n, and L(q).

In the proposed algorithm, the likelihood ratio λn is first computed for bit nodes,

n = 1, 2, .., N . The message Cm,n = λn was initialized for each (m,n) satisfying Hm,n

= 2. Based on the message Cm,n, the minimum values including min1st, min2nd and

stored in memory. Based on min2nd, find correction factor γ̂ according to equation

4.24, and multiplied with αm,n. Update the bit node and take the decision. At each

iteration update min2nd, according to this correction factor γ̂ is also updated. The

proposed algorithm is summarized in below. Before presenting the algorithm lets

introduce this notations:

λn = LLR of priori message probabilities.

Cm,n = Messages sent from the bit node n to the check node m.

αm,n = Messages sent from check node m to bit node n.

γ̂ = Correction factor.

Initialization: Compute the log likelihood ratio λn for each bit nodes (n=1,2,...,N)

using received data by channel.

Set Cm,n = λn for each (m,n) with satisfying Hm,n = 2.

Phase 1: Check message

Calculate LLR message form connected check node m to bit node n using equation

(αm,n)MS =

(∏
n 6=n′

sign(Cm,n′)

)
minn6=n′ | Cm,n′ | (5.1)



CHAPTER 5. APPLICATION OF LDPC CODE IN DVB-S2 44

(αm,n)MMS = γ̂ (αm,n)MS (5.2)

Phase 2: Bit message

Updated bit node can be calculated using

L(q) = λn +
∑
m∈Cn

(αm,n)MMS (5.3)

Decision: Compute tentative LDPC codeword yn ' sign [L(q)]

yn =

 0 if sign [L(q)] = 1;

1 if sign [L(q)] = -1.

Termination: Repeat this procedure until H ·(y1, y2....yn)T = 0 or maximum number

of iteration otherwise go to Phase 1 and continue with iteration.

5.6 Results and Analysis

For simulation purpose, we set codeword length 64800 for DVB - S2, 15360 for ABS - S

with code rate 1/2 and both case we set base matrix which is an identity matrix whose

size is 32×32. From figure 5.9 it can be analyze that DVB - S2 gives 4.45∗10−7 BER,

ABS-S gives 2.32 ∗ 10−7 BER at 1.4 dB. Results shows that the ABS - S system has

shown almost the same BER performance as that of commercial DVB - S2 system,

meanwhile, the complexity of the ABS - S system is much lower than that of the

DVB - S2 system. Figure 5.9 shows that the proposed method not only offers a

better performance but also achieves a lower error floor in the high Eb/N0 region

with a modest increase in computation complexity.

5.7 Computational Complexity

The computational complexity depends on the number of operations involved in de-

coding a single information bit. It obviously is a function of the average number of
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Figure 5.9: Comparison of DVB - S2 and ABS - S and Proposed system

iterations. The average complexity of the decoding process is hence the product of

two factors:

• The number of operations per node,

• The average number of iterations

SP algorithm require multiplications and divisions to update the check nodes. In con-

trast, min sum and proposed min sum algorithm requires additions and subtractions

instead of multiplications and divisions for the check node updates. In general, in

terms of hardware complexity and delay, both multiplication and division are much

more complicated and longer than addition and subtraction [7]. Table 5.2 shows
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comparison complexity of different decoding algorithm. Therefore, the proposed al-

gorithm can reduce the computational complexity compared with the existing SP

algorithms.

Table 5.2: Comparison of Computational Complexity

Factor SP algorithm Min Sum
Proposed Min
Sum

tanh and
tanh−1

2 quantization
Table

1 quantization
Table

1 quantization
Table, 1 correc-
tion factor ta-
ble

Multiplication α-1 0 0
Division α 0 0
Addition 0 α-1 α-1
Subtraction 0 α α

Where α = Represents the number of bit nodes connected to the single check node

5.8 Summary

In this chapter, I have explained application of LDPC code in DVB - S2 standard

and presented the performance evaluation of DVB-S2 with employing LDPC codes.

Simulation results shows that LDPC code delivers excellent BER performance, which

are close to the Shannon limit. It also shows that without BCH code requirement of

digital broadcasting system can’t be satisfied and with long block length complexity

of the decoding algorithm increases.

I have explained transmission system for direct broadcast satellite applications

which is called Advanced Broadcasting System for Satellite (ABS-S). It uses only

LDPC code with shorter block length and give same BER performance. I have applied

MMS algorithm on ABS-S system and the simulation results shows that proposed

algorithm gives slightly better performance with reasonable complexity.



Chapter 6

Conclusion and Future Scope

6.1 Conclusion

In this dissertation, I presented a detailed analysis of the LDPC decoding methods

like bit flipping and sum product algorithm and showed that sum product (soft) algo-

rithm is more suitable than bit flipping (hard) algorithm. I have also studied 4 cycle

remove algorithm which removes 4 cycle from parity check matrix, and improves the

decoding performance in terms of BER. LDPC codes are extremely good in terms

of the BER performance. If the code length is large N = 10, 000, for instance, have

a BER performance curve is very close to the Shannon limit. But these long block

lengths lead to significant decoding delay, and considerable encoding and decoding

complexity. Encoding complexity can be reduced by using LU decomposition method

and decoding complexity can be reduced by using min sum algorithm.

The MS algorithm suffers from performance degradation in terms of bit error rate

due to this minimum value. The proposed modification in MS algorithm based on sub

- minimum value, calculate a correction factor γ̂ which includes minimum and sub -

minimum value of extrinsic information. For applying correction factor to Ej,i, the

BER performance with short block length LDPC code has improved as compared to

47
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MS algorithm. Simulation results show that the modified min sum algorithm outper-

forms compare to the SP algorithm and MS algorithm with a reasonable complexity.

I have applied the proposed modified min sum algorithm to ABS-S system and

simulation results showed that it achieves better BER performance with a lower error

floor in the high Eb/N0 region. Our proposed modified min sum algorithm have two

advantages. First is shorter block length, which cause less design trouble and less

hardware cost. Second is without BCH code, LDPC codes in ABS - S can offer BER

lower than 10−7, which is required by video broadcasting application.

6.2 Future Scope

There are several areas in LDPC that have the potential for new projects. With

some research, it would be possible to write software to create custom size of generic

G and H matrices for any application. A comparison of other channel codes with

LDPC codes, using different matrices, code rates, and perhaps puncturing, would

be an interesting exercise. Obtained codes in this thesis were tested using a single

channel model and modulation (AWGN and BPSK). These codes could be applied to

other channels and higher modulation for other technologies. Future work is needed,

for better BER performance with lower SNR without significantly increasing the

computational complexity of proposed algorithm.



Appendix A

Shannon’s Limit

An ideal communication system characterized by a given signal to noise ratio S
N

and a given bandwidth B is able to perform error free transmission at a rate R =

Blog2(1 + S
N

). The ideal system as defined by Shannon is shown in below

Figure A.1: An ideal Communication System

The source information is provided in blocks of duration T and encoded as one of

the M possible signals such that R = log2(M/T ). So M = 2RT signals are possible.

The signal y(t) = x(t) + n(t) is the noisy version of the transmitted signal x(t), which

is obtained after passing through the band-limited AWGN channel. The Shannon

theorem states that

lim
T→∞

log2M

T
= Blog2(1 +

S

N
)

The transmission rate of the communication system tends to the channel capacity,

R → C the decoding delay, tends to infinity, T → ∞ than expression like that

49
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C = Blog2(1 + S
N

) leads to the conclusion that both the bandwidth and the signal -

to - noise ratio contribute to the performance of the system, as their increase provides

a higher capacity, and their product is constant for a given capacity, and so they can

be interchanged to improve the system performance.

For a band - limited communication system of bandwidth B and in the presence of

white noise (white noise means PSD of the noise in a channel are constant at all

frequencies.), the noise power is equal to N = N0B, where N0 is the power spectral

density of the noise in that channel. Then

C

B
= log2

(
1 +

S

N0B

)
(A.1)

equivalent expression for the signal - to - noise ratio described in terms of the average

bit energy Eb and the transmission rate R, time duration for each bit T.

Eb
N0

=
ST
N
B

=
S

N

B

R

S

N
=
Eb
N0

R

B

C

B
= log2

(
1 +

Eb
N0

R

B

)
If R = C then,

R

B
= log2

(
1 +

Eb
N0

R

B

)
(A.2)

Now take x = Eb

N0

R
B

R

B
= log2 (1 + x)

R

B
= x

[
log2 (1 + x)

1
x

]
If B →∞ , R

B
→ 0

R

B
= xlog2e
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R

B
=
Eb
N0

R

B
log2e

Eb
N0

=
1

log2e

Eb
N0

= 0.693

Eb
N0

= −1.6db (A.3)

This value is usually called the Shannon limit. This means that if the ratio Eb/N0 is

kept slightly higher than this value, and use of such a sophisticated coding technique

than error-free transmission is possible. from equation A.2

R

B
= log2

(
1 +

Eb
N0

R

B

)

2
R
B 6 1 +

Eb
N0

R

B

Eb
N0

>
B

R

(
2R/B − 1

)
(A.4)

This Expression shows that R/B (Spectral Efficiency)as a function of the ratio Eb/N0.

Figure A.2 shows that two operating regions, one of practical use and another one of

impractical use. For each value of R/B, there exists a different bound, which can be

obtained by using this curve.
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Figure A.2: Practical and non-practical operation regions. The Shannon limit



Appendix B

A Posterior Probability for Ci

Consider a sequence of n independent bits A={a1, a2...an} with Pr[a1 = 1] = Pr. The

probability that a contains an even number of 1s is

1

2
+

1

2

n∏
r=1

(1− 2Pr) (B.1)

Proof:

[9] We prove this by induction. If a sequence of n independent bits A={a1, a2...an}

contains an even number of 1s, the modulo-2 sum of all bits in A, designated as an,

is 0.

For n = 2, we can have

Pr [A2 = 0] = Pr [a1 + a2 = 0]

= P1P2 + (1− P1)(1− P2)

=
1

2
+

1

2
(1− 2P1)(1− 2P2)

=
1

2
+

1

2

2∏
r=1

(1− 2P1) (B.2)
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Assume that the equation holds for n =L - 1,

Pr [AL−1 = 0] =
1

2
+

1

2

L−1∏
r=1

(1− 2P1) (B.3)

Then, for n = L , we get

Pr [AL = 0] = Pr [AL−1 + aL = 0]

=
1

2
+

1

2
(1− 2Pr[AL−1 = 1])(1− 2PL)

=
1

2
+

1

2
(1− 2(1− Pr[AL−1 = 0]))(1− 2PL)

=
1

2
+

1

2

L∏
r=1

(1− 2PL) (B.4)



Appendix C

φ(x)−1 = φ(x)

Proof :

φ(x) = log

[
1 + e−x

1− e−x

]
(C.1)

φ(φ(x)) = log

[
1 + e−φ(x)

1− e−φ(x)

]
(C.2)

= log

[
1 + eloge 1+e−x

1−e−x

1− eloge 1+e−x

1−e−x

]

= log

[
−2e−x

2

]
= log(−e−x)

e

= xlogee

= x (C.3)
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