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Abstract

Speech enhancement is concerned with improving some perceptual aspect of speech

that has been degraded by additive noise. In most application, the aim of speech

enhancement is to improve the quality and intelligibility of degraded speech. The

NOIZEUS dataset is used to apply different speech enhancement algorithm. There

are various speech enhancement methods available in literatures which are applica-

tion specific. Speech enhancement algorithms are divided manly into three categories

such as statistical model based, spectral subtractive and Subspace algorithm based

methods.

The objective of the thesis is to identify limitations of these algorithms and com-

pare results of standard speech enhancement techniques available in literature which

includes wiener a priori SNR method, wavelet thresholding method using multitapper

spectrum, log MMSE estimator method, spectral subtraction method and multiband

spectral subtraction method for speech enhancement. It has been observed from

the simulation results that log MMSE and multiband spectral subtraction algorithm

outperforms than other compared algorithm. The comparative results of these algo-

rithms in terms of different objective and subjective quality evaluation parameter is

presented in this thesis. And from all these result, we see that log MMSE and multi-

band spectral subtraction algorithms perform best in almost all noise environments

at different input SNR.
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Chapter 1

Introduction and Problem

Definition

1.1 Introduction

Speech enhancement is concerned with improving some perceptual aspect of speech

that has been degraded by additive noise. In most applications, the aim of speech

enhancement is to improve the quality and intelligibility of degraded speech. The

improvement in quality is highly desirable as it can reduce listener fatigue. Speech

enhancement algorithms reduce or suppress the background noise to some degree and

are sometimes referred to as noise suppression algorithms as described in[1].

The need to enhance speech signals arises in many situations in which the speech

signal originates from a noisy location or is affected by noisy communication chan-

nel. There are a wide variety of scenarios in which it is desired to enhance speech.

Voice communication, for instance, over cellular telephone systems typically suffers

from background noise present in the car, restaurant etc., at the transmitting end.

Speech enhancement algorithms therefore be used to improve the quality of speech

at the receiving end; that is, they can be used as a pre-processor in speech coding

systems employed in cellular phone standards. If the cellular phone is equipped with

1
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a speech reorganization system for voice dialling, then recognition accuracy will suffer

in the presence of noise. In this case, the noisy speech signal can be pre-processed

by a speech enhancement algorithm before being fed in to the speech recognizer. In

an air ground communication scenario, speech enhancement techniques are needed

to improve quality, and preferably intelligibility, of the pilot’s speech that has been

corrupted by extremely high levels of cockpit noise. In this, as well as in similar

communication system used by military, it is more desirable to enhance the intel-

ligibility rather than the quality of the speech. In a teleconferencing system, noise

sources present in one location will be broadcast to all other locations. The situation

is further worsened if the room is reverberant. Enhancing the noisy signal prior to

broadcasting it will improve the performance of the teleconferencing system [1].

The forgoing examples illustrate that the goal of speech enhancement varies de-

pending on the application at hand. Ideally, we would like speech enhancement algo-

rithms to improve both quality and intelligibility. In practice, however, most speech

enhancement algorithms improve only the quality of speech. It is possible to reduce

the background noise, but at the expense of introducing speech distortion, which in

turn may impair speech intelligibility. Hence, the main challenge in designing effec-

tive speech enhancement algorithms is to suppress the noise without introducing any

perceptible distortion in the signal [1].

The solution to the general problem of speech enhancement depends largely on

the application at hand, the characteristic of the noise source or interference, the

relationship of the noise to the clean signal, and the number of microphones or sensors

available [2]. The interference could be noise like (fan noise) or speech like, such as an

environment (restaurant) with competing speakers. Acoustic noise can be additive

to the clean signal, or convolutive, if it originates from highly reverberant room.

Furthermore, the noise may be statistically correlated or uncorrelated with the clean

speech signal. The number of microphones available can influence the performance

of speech enhancement algorithms. Typically the larger number of microphones, the

easier speech enhancement task becomes. Adaptive cancelation techniques can be
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used when at least one microphone is placed near the noise source [1].

1.2 Problem Definition

In previous section, we have seen that speech enhancement is concerned with im-

proving some perceptual aspect of speech that has been degraded by additive noise.

The different kind of noise affect on the quality of the speech. To solve this problem

by different speech enhancement techniques, which is used to improve the quality of

speech and reduce the specific noise coming from different sources at different SNRs.

The aim of project is to improve the quality and intelligibility of degraded speech.for

some application like hearing aid, cockpit communication, video conferencing, etc..

1.3 Noise

It is crucial to understand the behavior various types of noise, the differences between

the noise sources in terms of temporal and spectral characteristics, and the range of

noise levels that may be encountered in real life.

Based on the nature and properties of the noise sources, noise can be classified in

the following ways [2]:

1. Background noise: additive noise, which is usually uncorrelated with the

signal and present in various environment scenarios like cars, offices, city streets,

fans,machines, climatic conditions, factory environment, cockpits, helicopters etc.From

these types of noise, Hoth noise (white noise filtered to model long-term average of

room noise) is stationary, noises in streets and factories etc. have more dynamic

characteristics. Factory and helicopter noise having strong periodic components and

noise from fans, and car noise in a hands free environment etc. are real noise and are

examples of non-stationary noise having time varying characteristics.
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2. Interfering speakers (speech like noise): additive noise, composed of single or

multiple competing speakers. The multi-talker babble which also attributes to the

phenomenon called cocktail party effect(many voices talking simultaneously, e.g. in

a cafeteria, a noisy classroom) is noise, which has characteristics and frequency range

very similar to the speech signal of interest.

3. Impulse noise: slamming of doors, noise present in archived gramophone record-

ings.

4. Non-additive noise: noise due to non-linearities of microphones, speakers and

channel distortion (speech on transmission lines).

5. Non-additive noise due to speaker stress: e.g. Lombard effect i.e. the effect

induced in presence of noise, wherein the speaker has a tendency to increase his vocal

effort . This results in speech having different spectral properties as compared to

clean speech. Speech produced under situational and emotional stress also fall in this

category.

6. Noise correlated with the signal: reverberations and echos.

7. Convolutive noise: corresponds to convolution in time domain. For instance,

changes in speech signal due to changes in room acoustics or changes in microphones

etc. These are usually harder to deal with, as compared to additive noise.

8. Multiplicative noise: signal distortion due to fading in cellular channels.

In general, it is more difficult to deal with non-stationary noise, where there is

no priori knowledge available about the characteristics of noise. Since non-stationary

noise is time varying, the conventional method of estimating the noise from initial
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intervals assuming no speech signal is not suitable for estimation. Noise types, which

are similar in temporal, frequency or spatial characteristics to speech, are also difficult

to remove or attenuate. Multitalker babble, for instance, retains some characteristics

of speech and poses a particularly difficult problem for an algorithm intended to iso-

late speech signal from the background noise.

1.4 Noise and Speech Levels in Various Environ-

ments

Figure 1.1: Average Noise and Speech Levels in Various Environments

A comprehensive analysis and measurement of speech and noise levels in real

world environments was done by Pearson. Figure 1.1 summaries the average speech

and noise levels in various environments. Noise levels are lowest in the classroom,

hospital, inside house, and in department stores. In these environments, noise levels

range between 50 to 55 dB SPL(Sound Pressure Level). The corresponding speech

levels range between 60 to 70 dB SPL. This suggests that the effective SNR levels in
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these environments range between 5 and 15 dB [2]. Noise levels are particularly high in

trains and airplanes, averaging about 70-75 dB SPL. The corresponding speech levels

are roughly the same, suggesting that effective SNR levels in these two environments

are near 0dB. For the speech enhancement algorithm to be employed in a practical

application, it needs to operate at SNRs in the range of 0-15 dB.
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1.5 Thesis Organization

The rest of the thesis is organized as follows.

Chapter 2, literature Survey , This chapter introduces different speech enhance-

ment algorithms like Spectral Subtractive Algorithms, Statistical Model Based

Algorithms, Subspace Algorithm, Wiener-type Algorithm.

Chapter 3, Statistical model based Algorithms, describes statestical model based al-

gorithm like wiener a-priori SNR algorithm, Wavelet thresholding algorithm and

log MMSE(Minimum Mean Square Error) algorithm for speech enhancement.

chapter 4, Spectral Subtractive Algorithms, describes the spectral subtractive algo-

rithms for speech enhancement. Two main algorithm for speech enhancement

are described, one is spectral subtraction algorithm and another is Multi-Band

spectral subtraction algorithm.

Chapter 5, different quality evaluation parameters which are used to compare these

algorithms are described in Quality Evaluation Parameter,

Chapter 6, Simulation Results and Comparision, shows out come of different speech

enhancement algorithm which indicates reduction in noise. Also shows spectro-

gram of clean, noisy and enhanced speech signals.Also describes comparison

of different algorithm in terms of different parameter and represent graphical

comparison in terms of overall performance of different algorithm.

Finally, in chapter 7 conclusion and future scope is presented in this chapter.



Chapter 2

Literature Survey

The problem of improving performance of speech communication systems in noisy

environments has been a challenging area for research for more then three decades

now. Important applications of noise suppression and speech enhancement systems

include improving the performance of [3]

1) digital mobile radio telephony systems, which suffer both from background noise

in the environment as well as from channel noise

2) hands free telephone systems suffering from car noise etc.

3) pay phones in a noisy environment (e.g. restaurants, factories, airports)

4) air-ground communication systems in which pilots speech is corrupted by cockpit

and engine noise

5) ground-air communication where the cockpit/engine noise corrupts the received

signal

6) long distance communication over noisy radio channels

7) teleconferencing systems where a noise source from one location maybe broad-

casted to all other locations and

8) hearing aids and cochlear implants in a noisy environment (e.g. classrooms, cafe-

teria etc).

Efforts to achieve higher quality and/or intelligibility of noisy speech may effec-

tively end up improving performance of other speech applications such as speech

8
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coding/compression and speech recognition etc. Speech enhancement has three ma-

jor goals [4]:

1. to improve the quality and intelligibility of speech corrupted by background noise,

reduce the perceptual fatigue.

2. to make speech coders robust when to input noise.

3. to make speech recognition systems more robust to input noise.

This chapter presents an overview of different speech enhancement methods.

2.1 Classes of Speech Enhancement Algorithms

A number of algorithms have been proposed in the literature of speech enhancement.

These algorithms can be divided in to three main classes shown below as per [1]:

a. Spectral subtractive algorithms [5]

b. Statistical model based algorithms [6]

c. Subspace algorithms [1]

2.2 Spectral Subtractive Algorithms

Figure 4.1 shows simple spectral subtractive algorithms [1]. Where p is power ex-

ponent, with p = 1 yielding the original magnitude spectral subtraction and p =

2 yielding the power spectral subtraction algorithm. These are by far the simplest

enhancement algorithms to implement. They are based on the basic principle that

as noise is additive, one can estimate/update the noise spectrum [7] when speech is

not present and subtract it from the noisy signal. Spectral subtractive algorithms

were initially proposed by Weiss. in correlation domain and later by Boll in Fourier

transform domain. The algorithm is computationally simple as it only involves a
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forward and inverse Fourier transform. Most of the speech distortion introduced by

the Spectral subtraction process mention in [8].

Figure 2.1: General Form of The Spectral Subtractive Algorithms

2.3 Statistical Model Based Algorithms

The majority of statistical model based algorithms perform equally well in terms of

overall quality by Minimum mean square error (MMSE) algorithm [9] and wiener

a-priori SNR algorithm(wiener as).

The minimum mean square error (MMSE) filter by Ephraim and Malah in 1984

is an important milestone. In these estimation type approaches, the transform coef-

ficients are filtered in each short-time frame and attenuated independently of their

intra-frame neighboring coefficients as well as inter-frame neighboring coefficients [?].

In wiener type algorithm, There are mainly three types of wiener filter algorithm.

Wiener as algorithm, Wavelet Thresholding (WT) algorithm, Audio Suppression al-

gorithm. The functional block diagram for a speech enhancement system with VAD

[10] and wiener filter shown in Figure 2.2 [11]. In this Py(ω) is noisy speech spectrum

and Pn(ω) is estimated noise spectrum [6].
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Figure 2.2: Functional Block Diagram for a Speech Enhancement System With a
VAD and Wiener Filter

2.4 Subspace Algorithm

The signal subspace algorithm was originally developed by Ephraim and Van Trees

in 1995 for white input noise and was later extended to handle colored noise [9]

(e.g., speech-shaped noise) by Hu and Loizou in 2002.The underlying principle of the

subspace algorithm is based on the projection of the noisy speech vector (consisting of,

say, a segment of speech) onto two subspaces: the ”signal” subspace and the ”noise”

subspace. The noise subspace contains only signal components due to the noise, and

the signal subspace contains primarily the clean signal [11]. Therefore, an estimate of

the clean signal can be made by removing the components of the signal in the noise

subspace and retaining only the components of the signal in the signal subspace.

The subspace methods are based on the decomposition of noisy speech signal

in to two subspaces: the speech plus noise and the noise only subspace. Once the

decomposition is achieved, the noise subspace is discarded, while the clean speech is

estimated from the remaining speech plus noise subspace.

Speech enhancement can be either single-channel or multi-channel as per [7].

In single-channel enhancement, speech is available from only a single microphone,

whereas multi-channel systems make use of more than one microphone to better

characterize and attenuate the noise. In this study we will concentrate on single-
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channel systems. Single-channel enhancement methods can be divided into mainly

two groups:

a. spectral subtraction-based methods

b. Wiener filtering- based methods

Most of the Wiener filtering-based algorithms are iterative since an estimate of

clean speech power spectrum is required in the formulation, whereas spectral sub-

traction methods are non-iterative. Therefore spectral subtraction methods are com-

putationally more attractive in practical applications.

comparison of speech enhancement algorithms is shown in Table 2.1.

Table 2.1: Comparison of The Different Speech Enhancement Algorithms According
to Their Overall Performance.

Speech Enhancement
Algorithms

Spectral Subtractive statistical

Sub Type SS
Mband
SS

WT
Wiener
as

log
MMSE

Overall Performance Average Best Poor Average Best
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2.5 Summary

In this chapter, Some speech enhancement algorithms like Spectral Subtractive Algo-

rithms, Statistical Model Based Algorithms, Subspace Algorithm are explained And

comparison of these speech enhancement algorithm in terms of overall performance

is also given.



Chapter 3

Statistical Model Based

Algorithms

In this chapter several statistical model based speech enhancement algorithms like

wiener a-priori SNR algorithm, wavelet thresholding algorithm and log MMSE algo-

rithm are described.

3.1 Wiener Algorithm

This section describes wiener a priori based algorithm for speech enhancement.

3.1.1 Basic Wiener Theory

Consider the statistical filtering problem given in Figure 3.1. The input signal goes

through a linear and time invariant (LTI) system to produce an output signal [1]. We

are to design the system in such a way that the output signal, d̂(n), is equal(in some

sense) to the desired signal d(n), as possible. This can compute the estimation error

e(n), and making it small possible optimal filter that minimizes the estimation error

is called the wiener filter. Assuming the filter is FIR filter, so we have

14
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d̂(n) =
M−1∑
k=0

hky(n− k) n = 0, 1, 2...

Figure 3.1: Block Diagram of The Statistical Filtering Problem

Where hk are the filter coefficients, and M is the number of coefficient. Next, we

need to compute the filter coefficient so that the estimation error i.e., d(n) - d̂(n) is

minimized. The mean square of estimation error commonly used as a criterion for

minimization.

3.1.2 Wiener Filter For Noise Reduction

Time Domain

• Basic Principle: The Wiener filter is to obtain an estimate of the clean signal

from that corrupted by additive noise.

• This estimate is obtained by minimizing the Mean Square Error (MSE) between

the desired signal d(n) and the estimated signal d̂(n).

In speech enhancement applications, the input signal y(n) in Figure 3.2. Is the

noisy speech signal:
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Figure 3.2: Block Diagram of The Statistical Filtering Problem

y(n) = x(n) + n(n) (3.1)

where x(n) is the clean speech signal, and n(n) is the noise signal. The desired

signal d(n) in Figure 3.2 is the clean (noise free) signal x(n), i.e., d(n) = x(n). Optimal

filter coefficient

h∗ = R−1
yy r

−
yd (3.2)

To evaluate wiener filter,

Ryy = E[yyT ]

= E[(x+ n)(x+ n)T ]

= E[xxT ] + E[nnT ] + E[xnT ] + E[nxT ]

= Rxx +Rnn (3.3)

Last two terms are zero, because signal and noise are assumed to be uncorrelated

and zero mean. The crosscorelation vector r−yd in equation 3.2 is equal to rxx because

the signal and noise signals are assumed to be uncorrelated. Therefore the resulting

wiener filter in time domain is
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h∗ = (Rxx +Rnn)−1rxx (3.4)

h∗ is a function of autocorrelation of x(n), and therefore is not realizable. In-

creasing asymptotic relationships about the values of optimal wiener filter h∗ can be

derived as follow,

h∗ = [(
1

SNR
) + R̂−1

nnR̂xx]
−1R̂−1

nnR̂xxu1 (3.5)

where

SNR =
E[x2(n)]

E[n2(n)]
=
σ2
x

σ2
n

(3.6)

is the signal to noise ratio(SNR), I is the identity matrix (M x M), uT1 = [1, 0,

0,,0] (1 x M), and R̂xx , Rxx/σ
2
x, R̂nn , Rnn/σ

2
n. From equation 3.5, we can write

following asymptotic relationship about the wiener filter for large and small SNR

values:

lim
SNR→∞

h∗ = u1

lim
SNR→0

h∗ = 0 (3.7)

The first relationship shows that when the SNR is extremely large, the wiener filter

does not provide noise reduction because uT1 = y(n), i.e., the observed noisy signal

passes unaltered. Consequently, no speech distortion is imparted to the speech signal

by the wiener filter when the SNR is large [11]. In contrast, the second relationship

suggests that when the SNR is extremely low, the output of wiener filter is heavily

attenuated. This attenuation produces undesirable distortion in the speech signal.[12]

Frequency Domain

General form of wiener filter in frequency domain
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H(ωk) =
Pdy(ωk)

Pyy(ωk)
(3.8)

Pyy(ωk) = E|Y (ωk)|2 is the power spectrum of y(n), and Pdy(ωk) = E|Y (ωk)D
∗(ωk)|

is the cross power spectrum of y(n) and d(n) taking the Fourier transform of equation

3.1, we get:

Y (ωk) = X(ωk) +N(ωk) (3.9)

According to equation 3.8, we need to compute Pdy(ωk) and Pyy(ωk). Given that

D(ωk) = X(ωk), and using equation 3.9, we get

Pdy(ωk) = E[X(ωk){X(ωk) +N(ωk)}∗]

= E[X(ωk)X
∗(ωk)] + E[X(ωk)N

∗(ωk)]

= Pxx(ωk) (3.10)

Similarly,

Pyy(ωk) = E[{x(ωk) +N(ωk)}{X(ωk) +N(ωk)}∗]

= E[X(ωk)X
∗(ωk)] + E[N(ωk)N

∗(ωk)] +

E[X(ωk)N
∗(ωk)] + E[X∗(ωk)N(ωk)]

= Pxx(ωk) + Pnn(ωk) (3.11)

Finally, after substituting equation 3.10 and 3.11 in equation 3.8, we get the wiener

filter in frequency domain

H(ωk) =
Pxx(ωk)

[Pxx(ωk) + Pnn(ωk)]
(3.12)
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The fact that H(ωk) is even and real suggests that the impulse response, hk, must

be even as well. By defining ξk

ξk ,
Pxx(ωk)

Pnn(ωk)
(3.13)

as the a priori SNR at frequency ωk, we can also express the wiener filter in

equation 3.12 as

H(ωk) =
ξk

[ξk + 1]
(3.14)

Note that 0 ≤ H(ωk) ≤ 1, and H(ωk) ≈ 0 when ξk −→ 0 (i.e., at extremely

low SNR regions) and H(ωk) ≈ 1 when ξk −→ ∞ (i.e., at extremely high SNR

regions). These asymptotic relationships in the frequency domain are in line with the

asymptotic relationships in the time domain.

3.1.3 Algorithm for Speech Enhancement System

Figure 3.3 shows the algorithm for speech enhancement by wiener a priori SNR

method.In this, a non-iterative Wiener filtering technique is described [6]. The main

advantage of the described method is that it makes use of a time varying signal-to-

noise ratio (SNR) dependent noise suppression factor. This property gives us the

ability to suppress those parts of the degraded signal, where speech is not likely to

be present and not to suppress, and hence not to distort the speech segments much.

However, in this we use a different SNR estimation method as explained in the algo-

rithm description section. The non-iterative Wiener filtering technique described here

produces enhanced speech significantly better than enhanced speech from standard

spectral subtraction [13].
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Figure 3.3: Algorithm for speech enhancement using wiener a priori SNR method

Wiener Filter

Wiener filter in equation 3.15 is widely used and its construction requires the expec-

tation of the power of the clean speech and the noise to be known

W (u, v) =
ξ(u, v)

[ξ(u, v) + 1]
(3.15)

where, a-priori SNR, ξ(u, v) = E[X(u, v)2]/λNE[.] the expectation operator and

λN = E[N(u, v)2]. In practical implementations of speech enhancement systems,

only the noisy speech spectrum is available. Therefore, E[X(u, v)2] ] is unknown and

should be estimated. λN is assumed to be known in this paper since the background

noise is stationary and can be easily estimated during speech pauses [10]. The a-

priori SNR can be estimated from the combination of the a-posteriori SNR and the

enhanced speech spectrum derived of the previous frame using the popular decision-

directed approach [9]:
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ξ̂(u, v) = α
X̂(u− 1, v)2

λN
+ (1− α)F [γ(u, v)− 1] (3.16)

where γ(u, v) = Y (u, v)2/λN is the a-posteriori SNR, F [.] denotes the half-wave

rectification function and X̂(u− 1, v) is the estimated speech spectrum value of X(u,

v) in the previous frame. The value of α controls the behavior of the SNR estimator

and is normally set to 0.98.

Estimating the A Priori SNR using Decision-Direct Approch Method

Decision-direct approach was based on the definition of ξk and its relationship with

the a posteriori SNR γk. We know that ξk is givem by

ξk =
E{X2

k(m)}
λd(k,m)

(3.17)

We also know that ξk is related to γk by

ξk(m) =
E{Y 2

k (m)−D2
k(m)}

λd(k,m)

=
E{Y 2

k (m)}
λd(k,m)

− E{D2
k(m)}

λd(k,m)
(3.18)

= E{γk(m)} − 1

Combining the two expression for, ξk i.e. Equation 3.17 and 3.18 we get:

ξk(m) = E{1

2

X2
k(m)

λd(k,m)
+

1

2
[γk(m)− 1]} (3.19)

The final estimator for ξk is derived by making the preceding equation recursive:

ξ̂k(m) = a
X2
k(m− 1)

λd(k,m− 1)
+ (1− a)max[γk(m)− 1, 0] (3.20)

where 0 < a < 1 is the weighting factor replacing the 1/2 in the equation 3.19
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and X̂2
k(m− 1) is the amplitude estimator obtained in the past analysis frame. The

max(.) operator is used to ensure the positiveness of the estimator, as ξ̂k(m) needs

to be nonnegative.

This new estimator of ξk is a weighted average of the past a priori SNR (Given

by the first term) and the present a priori SNR estimate (given by the second term).

Note that the present a priori SNR estimate is also the maximum-likelihood estimate

of the SNR. Equation 3.20 was called the decision-direct estimator because ξ̂k(m) is

updated using information from the previous amplitude estimate. The decision-direct

approach for estimating the a priori SNR was found not only important for MMSE-

type algorithms but also in other algorithms. Equation 3.20 needs initial conditions

for the first time, i.e. for m = 0. The following initial conditions were recommended

for ξ̂k(n): Good results were obtained with a = 0.98

ξ̂k(0) = a+ (1− a)max[γk(0)− 1, 0] (3.21)

VAD : Voice Activity Detection

A voice activity detector (VAD) [10]was used in most of the speech enhancement

methods to update the noise spectrum. More precisely, a statistical-model based

voice activity detector (VAD) was used to update the noise spectrum during speech-

absent periods. The following VAD decision rule was used as per [6, 12]:

1/N
n−1∑
k=1

log∧k ≶ δ (3.22)

where

∧k =
1

1 + ξk
exp{ γkξk

1 + ξk
}

Where γk = posterior SNR and ξk = priori SNR and ξk is estimated using the

decision directed approach (α = 0.98). N is the size of the FFT, H1 denotes the

hypothesis of speech presence, H0 denotes the hypothesis of speech absence, and η is

a preset threshold. In our implementation, η = 0.15 for all conditions. During the
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speech-absent periods, i.e., when the left side of equation 3.22 was smaller than η,

the noise power spectrum was updated according to:

Nj(k) = (1− β)|Yj(k)|2 + βNj−1(k) (3.23)

where Nj(k) is the estimate of the noise power spectrum at frame j for frequency

bin k, β = 0.98 is a preset smoothing factor, and |Yj(k)| is the noisy speech magnitude

spectrum. The initial estimate of Nj(k) was obtained from the first (speech-absent)

120-ms segment of each sentence.

Discrete Fourier Transform (DFT) & Inverse DFT (IDFT)

DFT of the speech segment can provide a reasonable representation of the frequency-

domain characteristic of the speech in this time interval. The DTFT of discrete-time

sequence is a continues function of frequency ω. In practice, the sequence x(n) is

finite in duration (e.g. consisting of N samples), and we can sample the DTFT at

N uniformly spaced frequencies i.e. at ωk = 2Πk/N, k = 0,1,...,N-1. This sampling

yields a new transform referred to as the DFT. The DFT of x(n) is given by:

X(k) =
N−1∑
n=0

x(n)e−j
2Πkn

N 0 ≤ k ≤ N − 1 (3.24)

Given X(k),we can recover x(n) from its DFT, using inverse DFT (IDFT):

x(n) =
1

N

N−1∑
k=0

X(k)ej
2Πkn

N 0 ≤ n ≤ N − 1 (3.25)

Overlap and Add

After the inverse fourier transform, the enhanced speech is constructed by inverse

windowing followed by the overlap and add operation.Overlap and add is method for

reconstructing x(n) from its Fourier Transform (FT), which is widely used in speech

enhancement.



CHAPTER 3. STATISTICAL MODEL BASED ALGORITHMS 24

Spectrogram

The spectrogram is a graphical display of the power spectrum of speech as a function

of time and is given by

S(n, ω) = |X(n, ω)|2 (3.26)

where, X(n, ω) denotes the Short Time Fourier Transform (STFT) of the speech

signal x(n). The quantity S(n, ω) can be viewed as a two dimensional Power Spectral

Density (PSD), the second dimension being time. The spectrogram describes the

speech signal’s relative energy concentration in frequency as a function of time and,

as such, it reflects time varying properties of speech waveform.
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3.2 Wavelet Thresholding Algorithm

In this section, Wavelet thresholding which uses multitaper multitapper method for

speech enhancement is described.

3.2.1 Wavelet Thresholding Basics

A technique based on wavelet transform is given for noise reduction. It reduces noise

by thresholding the wavelet coefficients so that only the coefficient with values above

the threshold are retained. Since, signal energy is concentrated on a small number of

wavelet coefficients in many signals while wavelet coefficients of noise is spread over a

wide number of coefficients appropriate thresholding can lead to high noise reduction

with low signal distortion [14].

Traditional wavelet-based speech enhancement algorithm can be summarized by

the following three steps [15],

• Wavelet transform of noisy signal

• Thresholding the resulting wavelet coefficients

• Inverse transform to obtain the denoised signal

There are wide varieties of basic thresholding approaches [16].

• Hard thresholding, where all coefficients below predefined threshold value are

set to zero.

• Soft thresholding, where in addition the remaining coefficients are linearly re-

duced in value.

• Nonlinear thresholding, where a smooth function is used to map the original

coefficients to a new set, avoiding abrupt value changes.

Illustration of Hard, Soft and Nonlinear thresholding operations are shown in

Figure 3.4.
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Figure 3.4: Threshold mapping functions

Two of the most common methods are universal thresholding and stein’s unbiased

risk estimator(SURE), typically implemented with soft thresholding function.

3.2.2 Multitaper Spectrum Estimator

Direct spectrum estimation based on Hamming windowing is the most often used

power spectrum estimator for speech enhancement. Although windowing reduces

the bias, it does not reduce the variance of the spectral estimate [16]. The idea

behind the multitaper spectrum estimator is to reduce this variance by computing a

small number (L) of direct spectrum estimators each with a different taper (window),

and then average the L spectral estimates. The underlying philosophy is similar to

Welch’s method of modied periodogram. If the L tapers are chosen to be pairwise

orthogonal and properly designed to prevent leakage, then the resulting multitaper

spectral estimator will be superior to the periodogram in terms of reduced bias and

variance. At best, the variance of the multitaper estimate will be smaller than the

variance of each spectral estimate by a factor of 1/L [17] [15] [18].

Multitaper method used to estimate power spectrum of signal [19].
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Multitaper spectrum estimator of signal x(n),

Pmt
xx (ω) =

1

L

L−1∑
k=0

Pk(ω) L = Number of Tapers (3.27)

Pk(ω) =|
N−1∑
n=0

tk(n)x(n)e−jωn |2 (3.28)

tk(n) is kth data taper [20].

sine taper for tk(n)

tk(n) =

√
2

N + 1
sin(

Πk(n+ 1)

N + 1
) n = 0, 1, 2, .., N − 1 (3.29)

where N is data length.

Wavelet thresholding techniques can be used to further refine the spectral estimate

and produce a smooth estimate of logarithm of spectrum. [15]

Wavelet thresholding used to compute ξk(a priori SNR)

ξ̂k =
P̂xx(ωk)

P̂dd(ωk)
(3.30)

where, P̂xx(ω) = Pyy(ω)− P̂dd(ω)

3.2.3 Algorithm for Speech Enhancement System

Figure 3.5 shows the algorithm for speech enhancement by wavelet thresholding.

1. Compute multitaper power spectrum Pmt
yy (ω) of noisy speech y using equation

and estimate multitaper power spectrum Pmt
xx (ω) of clean speech signal by

Pmt
xx (ω) = Pmt

yy (ω)− Pmt
dd (ω) (3.31)

Pmt
dd (ω) = multitaper power spectrum of noise obtained using noise sample col-

lected during speech absent frames negative elements of Pmt
xx (ω) are floored as follows
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Figure 3.5: Algorithm for speech enhancement using wavelet thresholding

Pmt
xx (ω) = Pmt

yy (ω)− Pmt
dd (ω) if Pmt

yy (ω) > (β + 1)Pmt
dd (ω)

= βPmt
dd (ω) else (3.32)

Where, β = 0.002

2. Compute z(ω) = logPmt
yy (ω) + c where c = −φ(L) + logL. where, φ(•) is

digamma function.

Apply DWT to z(ω) to obtain DWT coefficient zj,k.

Threshold the wavelet coefficient zj,k and apply inverse DWT to threshold wavelet

coefficients to obtain the refined log spectrum logPwmt
yy (ω) of noisy speech signal [21].
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Repeat this procedure to obtain the refined log spectrum, logPwmt
dd (ω) of noise

signal. then,

logPwmt
xx (ω) = logPwmt

yy (ω)− logPwmt
dd (ω) (3.33)

So,

ξ̂k =
ˆPwmt
xx (ωk)

ˆPwmt
dd (ωk)

(3.34)

3. Find µ which used in gain function.

g(k) =
ξk

ξk + µ
(3.35)

µ = µ0 − (
SNRdB

S
) − 5 < SNRdB < 20

= 1 SNRdB ≥ 20

= µmax SNRdB ≤ −5 (3.36)

SNRdB = 10 log10 SNR

SNR =

N−1∑
k=0

Pwmt
xx (ωk)

N−1∑
k=0

Pwmt
dd (ωk)

(3.37)

4. Estimate g(k) for frequency component ωk using equation (9).

Enhanced spectrum x̂(ωk) = g(k).y(ωk).

apply IFFT of x̂(ωk) to obtain enhanced speech signal [14].
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3.3 Log MMSE algorithm

In this section, log MMSE (Minimum mean square error) algorithm is described.

3.3.1 Log MMSE Basic and Algorithm

The optimal MMSE spectral amplitude estimator minimizes the error of the spectral

magnitude spectra. The matric based on the squared error of the log magnitude

spectra is more suitable for speech processing. Below, an estimator that minimize

the mean-square error of the log-magnitude spectra is described [5]. Figure 3.6 shows

the algorithm for speech enhancement by log MMSE estimator.

E(logXk − logX̂k)
2 (3.38)

The optimal log-MMSE estimator can be obtained by evaluating the conditional

mean of logXk, i.e.,

logX̂k = E(logXk|Y (ωk) (3.39)

From which we can solve for X̂k:

X̂k = exp(E(logXk|Y (ωk)) (3.40)

Here,

E(logXk|Y (ωk) =
1

2
logλk +

1

2
logνk +

1

2

∫ inf

νk

e−t

t
dt (3.41)

by putting this equation in equation 3.40, we get the optimal log-MMSE estimator

[1]:

X̂k =
ξk

ξk + 1
exp

1

2

∫ inf

νk

e−t

t
dtYk (3.42)
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Figure 3.6: Algorithm for speech enhancement using Log MMSE estimator

X̂k =, GLSA(ξk, νk)Yk (3.43)

where ξk is the a priori SNR, and GLSA(ξk, νk) is the gain function of the log

MMSE estimator. and

νk =
ξk

ξk + 1
γk (3.44)

γk =
(Yk)

2

λd(k)
(3.45)

ξk =
λx(k)

λd(k)
(3.46)

γk is a posteriori SNR, can be considered the observed or measured SNR of the k

th spectral component after noise is added [1].
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3.4 Summary

This chapter described several statistical model based speech enhancement algorithms

like wiener a-priori SNR algorithm, wavelet thresholding algorithm and log MMSE

algorithm.



Chapter 4

Spectral Subtractive Algorithms

In this chapter we will see various spectral subtractive algorithms for speech en-

hancement like spectral subtraction algorithm and multi-band spectral subtraction

algorithm.

4.1 Spectral Subtraction Algorithm

4.1.1 Spectral Subtraction Basics

One of the most popular methods of reducing the effect of background (additive) noise.

Assume that y(n), noise corrupted input signal is composed of the clean speech signal

x(n) and additive noise signal d(n) [22];

y(n) = x(n) + d(n) (4.1)

Taking discrete time Fourier transform of both sides

Y (ω) = X(ω) +D(ω) (4.2)

Y(w) in polar form as:

33
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Y (ω) =| Y (ω) | exp(jφy(ω)) (4.3)

| Y (ω) | is magnitude and exp(jφy(ω)) is phase spectrum of corrupted noisy signal.

Noise spectrum D(ω)can also be expressed in terms of magnitude and phase spec-

tra as D(ω) =| D(ω) | exp(jφd(ω)).

The magnitude noise spectrum | D(ω) | is unknown, but can be replaced by its

average value computed during non speech activity . Similarly, noise phase φd(ω) can

be replaced by the noise speech phase φy(ω)), because of the fact that phase that

does not effect noise intelligibility [23].

By substituting to equation 4.2, we can obtain an estimate of clean signal spec-

trum.

X̂(ω) = [| y(ω)− D̂(ω) |] exp(jφy(ω)) (4.4)

| D̂(ω) | is the estimate of the magnitude noise spectrum made during non-speech

activity. Enhanced speech signal can be obtained by inverse Fourier transform of

X̂(ω)

Block Diagram

Figure 4.1: General Form of The Spectral Subtractive Algorithms
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If the enhanced noise spectrum is negative, which can not be negative; hence;

caution needs to be exercised when subtracting the two spectra to ensure that | X̂(ω) |

is always non negative. One solution to this is two half wave rectify the difference

spectra, i.e., set the negative spectral components to zero as follow:

| X̂(ω) | = | Y (ω)− D̂(ω) | if | Y (ω) |>| D̂(ω) |

= 0 else (4.5)

In power spectral domain; to obtain short term power spectrum of the noisy speech

we multiply Y (ω) in equation 4.2 by its conjugate Y ∗(ω). So equation 4.2 becomes

| Y (ω) |2 = | X(ω) |2 + | D(ω) |2 +X(ω)D∗(ω) +X∗(ω)D(ω)

= | X(ω) |2 + | D(ω) |2 +2Re{X(ω)D∗(ω)} (4.6)

The term | D(ω) |2, X(ω)D∗(ω), X∗(ω)D(ω) can not be obtained directly and are

approximated as E{| D(ω) |2}, E{X(ω)D∗(ω)}, E{X∗(ω)D(ω)}

where E[.] demotes the expectation power. Typically E{| D(ω) |2} is estimated

during non-speech activity and is denoted by | D̂(ω) |2. Here, if we assume that d(n) is

zero mean and uncorrelated with the clean signal x(n), then the terms E{X(ω)D∗(ω)}

and E{X∗(ω)D(ω)} reduce to zero. So the estimate of the clean speech power spec-

trum can be obtained as follow [8]:

| X̂(ω) |2=| Y (ω) |2 − | D̂(ω) |2 (4.7)

This equation describes the power spectrum subtraction algorithm.

A more generalized version of the spectrum subtraction algorithm [24] is given by

| X̂(ω) |p=| Y (ω) |p − | D̂(ω) |p (4.8)
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Where p is the power exponent, with p = 1 ,the original magnitude s spectrum

subtraction, and p = 2, the power spectrum subtraction algorithm as shown in fig. 1

4.1.2 Algorithm for Speech Enhancement System

Figure 4.2 shows the algorithm for speech enhancement by spectral subtraction method.

Figure 4.2: Algorithm for speech enhancement using spectral subtraction method

The decision as to weather the noise spectrum should be updated or not is based

on comparison of estimated a posteriori SNR to a threshold.

SNR(dB) = 10 log10(

∑
| Ŷ (k) |2∑
| D̂(k) |2

) (4.9)

If SNR < threshold, speech absence than noise spectrum is updated.

And if SNR> threshold, speech is presence than noise spectrum update is stopped.
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The estimate of the clean speech spectrum | X̂(k) |

| X̂(k) |2=| ŷ(k) |2 +α | D̂(k) |2

Where | X̂(k) | is the preprocessed noisy speech spectrum | D̂(k) | is the noise

spectrum estimate and a overall subtraction factor.

α = 4 SNR < 5

= 5− 3

20
(SNR) − 5 ≤ SNR ≤ 20

= 1 SNR > 20 (4.10)

M = samples of y(n) , M-point FFT

λ is frame index

k = 0,1,2 M-1.

p(λ, k) = δp(λ− 1, k)2 + (1− δ) | Y (λ, k) |2

δ = smoothing constant, range 0.6 to 0.98
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4.2 Multiband Spectral Subtraction(MBSS) Algo-

rithm

4.2.1 Multiband Spectral Subtraction(MBSS) basic

noise signal does not affect the speech signal uniformly over the whole spectrum.

Some frequencies are affected more adversely than the others depending on the spec-

tral characteristics of the noise [1].

So in MBSS Speech is processed into N (1 6 N 6 8) overlapping frequency bands

and spectral subtraction is performed independently on each band using band-specific

over-subtraction factors.This method provides a greater degree of flexibility and con-

trol on the noise subtraction levels that reduces artifacts in the enhanced speech,

resulting in improved speech quality [25].

Multiband spectral subtraction-Blockdiagram

Steps of MBSS method

A block diagram of the MBSS method consists of 4 stages [25].

• The signal is windowed and the magnitude spectrum is estimated using the

FFT.

• Split the noise and speech spectra into different frequency bands and calculate

the over-subtraction factor(αi) for each band.

• Process the individual frequency bands by subtracting the corresponding noise

spectrum from the noisy speech spectrum.

• Now, Reconstruct the modified frequency bands and obtain the time signal by

using the noisy phase information and take the IFFT.
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Figure 4.3: Blockdiagram of Multiband spectral subtraction

4.2.2 Algorithm for Speech Enhancement System

Figure 4.4 shows the algorithm for speech enhancement by multiband spectral sub-

traction method.

Description of algorithm

Assume that y(n), noise corrupted input signal is composed of the clean speech signal

x(n) and additive noise signal d(n);

y(n) = x(n) + d(n) (4.11)

| Y (k) |2=| X(k) |2 + | D(k) |2 (4.12)

S(k) and D(k) are the magnitude spectra of clean speech and noise.
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Figure 4.4: Algorithm for speech enhancement using Multiband spectral subtraction
method

Estimated D̂(k) is calculated during periods of silence or non-speech activity.

estimated speech(clean) spectrum is obtained by

| X̂(k) |2=| Y (k) |2 −α | D̂(k) |2 (4.13)

| X̂(k) |2 = | X̂(k) |2 if | X̂(k) |2> β | D̂(k) |2|

= β | D̂(k) |2 else (4.14)
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Ȳi(ωk) is the smoothed noisy speech spectrum of the i th frequency band estimated

in preprocessing stage.

Negative values are floored as follow,

| X̂i(ωk) |2 = | X̂i(ωk) |2 if | X̂i(ωk) |2> β | Ȳi(ωk) |2

= β | Ȳ (ωk) |2 else (4.15)

where the spectral floor parameter β is set to 0.002. α is over subtraction factor,

which is function of segmental SNR, in this noise affects speech uniformly.

But in fact, colored noise affects speech spectrum differently at various frequency.

So multiband the spectral subtraction. Speech signal is divided in to N non-overlapping

bands, and spectral subtraction performed independently on each band.

The estimate of clean speech spectrum in the i th band is obtained by;

| X̂i(ωk) |2=| Ȳi(ωk) |2 −αiδi | D̂(ωk) |2 (4.16)

where ωk = 2πk/N (k = 0,1,....,N-1) are the discrete frequencies, | D̂(ωk) |2 is the

estimated noise power spectrum,

bi 6 k 6 ei

bi = begining frequency and

ei = ending frequency bins of the i th frequency band.

αi is the over subtraction factor of the i th band.

δi is the band subtraction factor, that can be individually set for each frequency band

to customize the noise removal property.
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4.3 Summary

This chapter describes various spectral subtractive algorithms for speech enhancement

like spectral subtraction algorithm and multi-band spectral subtraction algorithm.

These algorithms are computationally simple as they only involve a forward and an

inverse forward Fourier transform.



Chapter 5

Quality Evaluation Parameter

Subjective quality parameters (SIG, BACK, OVRL) and Objective quality parame-

ters (LLR, SNRseg, WSS, PESQ) are computed for the enhanced speech signals pro-

duced by different algorithms in various noise environments like Babble, Car, Train,

Restaurant having 0 dB, 5 dB, 10 dB, 15 dB of input(noisy) speech signal. These

parameters are described as follow as given in [1].

5.1 Objective Quality Parameters

Objective measure of speech quality are implemented by first segmenting the speech

signal in to 10-30 msec frames and then computing a distortion measure between the

original and proposed signal.

5.1.1 Segmental SNR(Signal to Noise Ratio)

for this measure, it is important that the original and processed speech signals be

aligned in time and in same phase [26].

Segmental SNR is defined as:

43
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SNRseg =
10

M

M−1∑
m=0

log10

Nm+N−1∑
n=Nm

x2(n)

Nm+N−1∑
n=Nm

(x(n)− x̂(n))2

(5.1)

x(n) is the original (clean) speech signal and x̂(n) is enhanced speech signal. N is

frame length and M is number of frames in the signal.

SNRseg measure is based on the geometric mean of the SNRs across all frames of

the speech signal. values were limited in the range of (-10dB,35dB).

5.1.2 LLR

LLR(Log-Likelihood Ratio) is the dissimilarity between all-pole models of the clean

and enhanced speech signals. [26]

dLLR(ax, āx) = log
āTx̂Rxāx̂
āTxRxāx

(5.2)

where āTx = [1,−αx(1),−αx(2)... − αx(P )are the LPC co-efficient of the clean

signal. āTx̂ = [1,−αx̂(1),−αx̂(2)... − αx̂(P ) are the LPC co-efficient of the enhanced

signal.

Rx is the (P + 1)X(P + 1) autocorrelation matrix of clean signal.

5.1.3 PESQ

PESQ(Perceptual Evaluation of Speech Quality) is computed as a linear combination

of the average disturbance value and the average asymmetrical disturbance value [27].

PESQ = 4.5− 0.1 · dsym− 0.0309 · dasym (5.3)

the range of PESQ score is 0.5 to 4.5
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5.1.4 WSS

WSS(Weighted Spectral Slope) computes the weighted difference between the spectral

slops in each frequency band. this spectral slop is obtained as the difference between

adjacent spectral magnitudes in decibels [28]. The WSS measure is computed for

each frame of speech as:

dWSS(Cx, C̄x) =
L∑
k=1

W (k)(Sx(k)− S̄x̂(k))2 (5.4)

L is the number of critical bands used. W(k) is the weight for bank k. CxandC̄x

are original (clean) and enhanced critical band spectra, respectively.

Sx(k) = Cx(k + 1)− C̄x(k) (5.5)

S̄x̂(k) = Cx̂(k + 1)− C̄x̂(k) (5.6)

where Sx(k)andS̄x̂(k) denote the spectral slops of the clean and enhanced signals,

respectively.
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5.2 Subjective Quality Parameters

5.2.1 SIG, BAK, OVRL

[28]

• The speech signal alone using five-point scale of signal distortion.(SIG) as shown

in table 5.2.1

• The background noise alone using five-point scale of background intrusive-

ness.(BAK) as shown in table 5.2.1

• The overall effect using the scale of the mean opinion score.(OVRL)

(1 = bad, 2 = poor, 3 = fair, 4 = good, 5 = excellent)

rating description

5 Very natural, no degradation

4 Fairly natural, little degradation

3 Somewhat natural, somewhat degradation

2 Fairly unnatural, fairly degraded

1 Very unnatural, vary degraded

Table 5.1: Scale of Signal Distortion

rating description

5 Not noticeable

4 Somewhat noticeable

3 Noticeable but not intrusive

2 Fairly conspicuous, somewhat intrusive

1 Very conspicuous, very intrusive

Table 5.2: Scale of background intrusiveness



CHAPTER 5. QUALITY EVALUATION PARAMETER 47

5.3 Summary

Different quality evaluation parameters which are used to compare these algorithms

are described in this chapter.



Chapter 6

Simulation Results and

Comparison

Database for noisy and clean speech is taken from noisy speech corpus(NOIZEUS).

Quality evaluations are also done using NOIZEUS. All algorithm described in this

thesis are performed on the speech ”read verse out load for pleasure” at different noise

environment and different input SNRs.

Given Figure 6.1 shows the time domain of the clean speech signal and spectrogram

of it, and Figure 6.2 shows the time domain of noisy speech signal and spectrogram

of it. Figure 6.3, Figure 6.4, Figure 6.5, Figure 6.6 and Figure 6.7 shows the time

domain representation and spectrogram of Enhanced Speech by Wiener as Method,

Enhanced Speech by Wavelet Thresholding Method, Enhanced Speech by log MMSE

Method, Enhanced Speech by Spectral Subtractive Method and Enhanced Speech by

Multi-band Spectral Subtractive Method respectively.

After passing the noisy speech signal through described algorithms, we get the

enhanced speech. Enhanced speech through log MMSE method and Multi-band SS

method we can get good quality of speech rather than other algorithms described

here. The wavelet thresholding algorithm gives poor performance as observing these

enhanced speech signals. As shown in spectrogram, the noise level is reduced after

48
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passing the noisy speech through different speech enhancement algorithm described

above.

Enhanced speech quality also depends on the noise environment of the input noisy

speech and input SNR of the speech.

Figure 6.1: Clean Speech

Figure 6.2: Noisy Speech
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Figure 6.3: Enhanced Speech by Wiener as Method

Figure 6.4: Enhanced Speech by Wavelet Thresholding Method

Figure 6.5: Enhanced Speech by log MMSE Method
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Figure 6.6: Enhanced Speech by Spectral Subtractive Method

Figure 6.7: Enhanced Speech by Multiband SS Method
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Summarization in terms of different quality evaluation parameters, obtained by

different algorithms are as in tables given below.

Table 6.1, Table 6.2,Table 6.3and Table 6.3 describes overall quality, and other

objective quality parameters like LLR, SNRseg, WSS, PESQ are measured in the

babble noise environment at 0 dB, 5 dB, 10 dB, 15 dB of input(noisy) speech signal

respectively. As we can see, In terms of overall quality log MMSE and M-band SS

algorithms examined performed equally well for most SNR conditions and four types

of noise environment.

Table 6.1: Comparison of different quality evaluation parameters in noise environ-
ment: Babble (0 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 1.8476 1 1.8518 2.1216 2.7489
BAK 1.5302 1.5178 1.6603 1.7565 2.062
OVRL 1.6171 1 1.6296 1.875 2.3419
LLR 1.3039 2.1142 1.3585 1.2768 1.0354
SNRseg -3.0997 -0.3817 -1.7762 -2.6229 -2.4174
WSS 112.0710 84.0341 104.0867 94.0102 62.8168
PESQ 1.8325 1.0377 1.8134 1.9786 2.1338

Table 6.2: Comparison of different quality evaluation parameters in noise environ-
ment: Babble (5 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 2.8286 2.3178 2.6915 2.9137 3.08
BAK 2.1314 2.2758 2.1615 2.2287 2.2887
OVRL 2.3965 2.0223 2.2832 2.4769 2.6289
LLR 0.8509 1.38233 0.9454 0.8807 0.8838
SNRseg 0.0242 1.9280 1.0086 0.1378 -1.0112
WSS 84.181003 54.2374 81.8484 72.4484 57.9538
PESQ 2.2701 1.8828 2.1691 2.2869 2.351689
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Table 6.3: Comparison of different quality evaluation parameters in noise environ-
ment: Babble (10 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 3.4269 3.5004 3.3405 3.4702 3.556
BAK 2.5209 2.8672 2.639 2.5922 2.5222
OVRL 2.9011 3.0325 2.8326 2.9322 3.027
LLR 0.6431 0.8046 0.7072 0.6384 0.6530
SNRseg 1.4189 3.9444 3.5657 2.0761 -0.2900
WSS 61.2423 40.1401 59.5918 56.7400 50.2992
PESQ 2.5653 2.6478 2.5066 2.5618 2.6328

Table 6.4: Comparison of different quality evaluation parameters in noise environ-
ment: Babble (15 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 3.8957 3.8078 3.8096 3.9635 4.0169
BAK 2.9495 3.2003 3.0476 3.0113 2.863
OVRL 3.3201 3.3137 3.2404 3.3952 3.4278
LLR 0.5096 0.7097 0.5293 0.4973 0.4901
SNRseg 4.0894 6.6124 6.4660 4.3796 1.4613
WSS 42.9195 30.6794 46.6047 41.9675 35.5065
PESQ 2.8415 2.8545 2.78717 2.9187 2.8985
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Table 6.5, Table 6.6,Table 6.7and Table 6.8 describes overall quality, and other

objective quality parameters like LLR, SNRseg, WSS, PESQ are measured in the

car noise environment at 0 dB, 5 dB, 10 dB, 15 dB of input(noisy) speech signal

respectively.

Table 6.5: Comparison of different quality evaluation parameters in noise environ-
ment: Car (0 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 2.4211 1 2.1973 2.694 2.5811
BAK 1.8825 1.7613 1.8636 2.1033 2.003
OVRL 2.0661 1.0874 1.902 2.2878 2.1723
LLR 1.08925 2.2538 1.224 1.0494 1.131
SNRseg -1.8878 -0.3594 -1.1237 -1.2543 -2.4671
WSS 85.8432 82.466 89.5393 64.2318 57.2494
PESQ 2.025679 1.521344 1.9397 2.0878 1.9356

Table 6.6: Comparison of different quality evaluation parameters in noise environ-
ment: Car (5 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 3.1709 2.6926 2.8348 3.2605 3.0041
BAK 2.3127 2.4743 2.2395 2.4384 2.3184
OVRL 2.6484 2.8371 2.3556 2.7429 2.5432
LLR 0.7403 1.246 0.8694 0.7573 0.9588
SNRseg 0.0732 2.1302 1.4509 0.7554 -0.5351
WSS 62.2963 52.6168 71.2118 54.3564 48.1793
PESQ 2.3224 2.2476 2.1182 2.3814 2.2079
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Table 6.7: Comparison of different quality evaluation parameters in noise environ-
ment: Car (10 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 3.1909 2.3496 3.0254 3.4676 3.3701
BAK 2.5498 2.5263 2.5417 2.7288 2.5631
OVRL 2.7084 2.0996 2.4915 2.9298 2.8488
LLR 0.7932 1.47 0.8369 0.7154 0.7966
SNRseg 2.9057 4.3856 4.3089 3.3062 0.8615
WSS 59.8476 46.1187 53.1362 43.6837 39.5642
PESQ 2.4092 1.964 2.1092 2.4942 2.4095

Table 6.8: Comparison of different quality evaluation parameters in noise environ-
ment: Car (15 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 4.0713 3.3904 4.0087 4.2023 3.9072
BAK 3.1354 3.1271 3.2369 3.2429 2.9273
OVRL 3.4886 2.9907 3.4526 3.5906 3.3755
LLR 0.4386 0.9579 0.5001 0.4222 0.6249
SNRseg 5.7525 7.458 7.3583 6.0488 2.1258
WSS 41.9768 34.4122 40.9152 30.2984 31.1042
PESQ 2.9974 2.6447 2.9827 3.0122 2.8809
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Table 6.9, Table 6.10,Table 6.11and Table 6.12 describes overall quality, and other

objective quality parameters like LLR, SNRseg, WSS, PESQ are measured in the

train noise environment at 0 dB, 5 dB, 10 dB, 15 dB of input(noisy) speech signal

respectively.

Table 6.9: Comparison of different quality evaluation parameters in noise environ-
ment: Train (0 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 2.027 1.0098 2.1239 2.5094 2.4636
BAK 1.8458 1.706 1.8252 2.0608 2.0155
OVRL 1.8371 1 1.8325 2.1548 2.1375
LLR 1.3989 2.1092 1.2927 1.1856 1.2786
SNRseg -1.5348 -0.1059 -1.6848 -1.3675 -2.6998
WSS 91.8601 70.2854 83.4481 63.4637 56.2202
PESQ 1.9905 1.1937 1.8441 2.0025 1.9773

Table 6.10: Comparison of different quality evaluation parameters in noise environ-
ment: Train (5 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 2.6204 1.7923 2.4832 2.8457 2.8239
BAK 2.1648 2.2536 2.1372 2.337 2.2424
OVRL 2.2416 1.7558 2.0989 2.4373 2.3811
LLR 1.0855 1.8669 1.1311 1.0451 1.0494
SNRseg 0.1716 1.9061 0.8686 0.6218 -0.6472
WSS 62.4192 57.7351 68.6495 54.3959 48.2593
PESQ 2.0898 1.8904 1.9436 2.1852 2.0648
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Table 6.11: Comparison of different quality evaluation parameters in noise environ-
ment: Train (10 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 2.9669 2.3935 3.0439 3.2026 3.2387
BAK 2.5048 2.7022 2.66 2.7006 2.589
OVRL 2.5515 2.2601 2.6516 2.7464 2.8033
LLR 0.9834 1.5992 0.9758 0.9269 0.9501
SNRseg 2.5577 4.9566 4.1481 3.4615 0.9404
WSS 55.5305 44.2343 56.2882 41.3531 39.085
PESQ 2.2977 2.2292 2.4239 2.3807 2.4464

Table 6.12: Comparison of different quality evaluation parameters in noise environ-
ment: Train (15 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 3.644 3.115 3.6336 3.8588 3.6804
BAK 3.0292 3.1635 3.142 3.1476 2.8637
OVRL 3.1767 2.887 3.183 3.3469 3.2052
LLR 0.7508 1.2761 0.7693 0.6616 0.7776
SNRseg 5.4062 7.4071 7.0876 5.7546 1.9935
WSS 39.9005 32.6734 40.7571 31.9835 31.3948
PESQ 2.7905 2.7096 2.8176 2.8764 2.7682
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Table 6.13, Table 6.14,Table 6.15and Table 6.16 describes overall quality, and

other objective quality parameters like LLR, SNRseg, WSS, PESQ are measured in

the restaurant noise environment at 0 dB, 5 dB, 10 dB, 15 dB of input(noisy) speech

signal respectively.

Table 6.13: Comparison of different quality evaluation parameters in noise environ-
ment: Restaurant (0 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 2.1918 1.2569 1.9913 2.3782 2.3354
BAK 1.5583 1.8278 1.6656 1.807 1.7613
OVRL 1.7133 1.2824 1.7 2.0162 1.8396
LLR 0.9758 2.0877 1.2502 1.0914 1.0745
SNRseg -2.7028 -0.997 -2.0356 -2.5767 -2.4846
WSS 96.0101 67.901 99.5929 86.9288 66.3712
PESQ 1.6038 1.5312 1.7929 1.9745 1.5657

Table 6.14: Comparison of different quality evaluation parameters in noise environ-
ment: Restaurant (5 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band
SS

SIG 2.7515 2.2167 2.6154 2.751 2.9943
BAK 1.9951 2.2185 2.082 2.1882 2.2371
OVRL 2.2906 1.9579 2.1905 2.327 2.5281
LLR 0.8469 1.4348 0.9762 0.9631 0.9268
SNRseg -1.117 1.6003 0.3122 -0.4762 -1.2984
WSS 84.2808 59.3029 78.325 71.7112 53.2843
PESQ 2.1369 1.8803 2.043 2.1467 2.2132
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Table 6.15: Comparison of different quality evaluation parameters in noise environ-
ment: Restaurant (10 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band SS

SIG 3.3468 2.9677 3.663 3.6638 3.7196
BAK 2.6286 2.929 2.8312 2.7679 2.7512
OVRL 2.8959 2.7411 3.1134 3.124 3.2249
LLR 0.7307 1.2815 0.5613 0.6035 0.6663
SNRseg 2.99 5.4503 4.4058 2.8972 1.0067
WSS 66.4655 41.877 53.9043 49.4399 41.2314
PESQ 2.66 2.6041 2.7132 2.7144 2.8083

Table 6.16: Comparison of different quality evaluation parameters in noise environ-
ment: Restaurant (15 dB input SNR)

Wiener
as

WT SS
log
MMSE

M-band SS

SIG 3.6717 3.3624 3.6377 3.785 3.8686
BAK 2.848 3.1282 3.0185 2.9356 2.8098
OVRL 3.1153 3.0024 3.1149 3.2052 3.2958
LLR 0.5282 1.0132 0.6056 0.5137 0.5413
SNRseg 5.0253 7.1341 7.1653 5.1978 1.8108
WSS 58.5581 35.0217 54.1965 48.8109 39.8643
PESQ 2.735 2.6985 2.7458 2.7527 2.8049
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Comparison of Different Algorithm

1= bad, 2 = poor, 3 = fair, 4 = good, 5 = excellent

Figure 6.8, Figure 6.9, Figure 6.10, Figure 6.11 shows the mean scores for OVRL

scales for speech processed by five different speech enhancement algorithms evaluated

in 4 type of background noise (babble, car, train, restaurant) and at four different

SNR levels (0,5,10and 15 dB) respectively.

In terms of overall quality, log MMSE and Multi-band spectral subtraction al-

gorithm performs best and equally well. Wavelet thresholding algorithm performs

extremely poor among all these algorithm at 0dB SNR as shown in Figure 6.8. At

15 dB SNR almost all algorithm performs well and good as shown in Figure 6.11.

Figure 6.12 shows comparison of different speech enhancement algorithm in terms of

objective parameter at 0 dB as in [1]

Figure 6.8: Overall performance of different speech enhancement algorithm at 0dB
input SNR in different Noise environment
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Figure 6.9: Overall performance of different speech enhancement algorithm at 5dB
input SNR in different Noise environment

Figure 6.10: Overall performance of different speech enhancement algorithm at 10dB
input SNR in different Noise environment
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Figure 6.11: Overall performance of different speech enhancement algorithm at 15dB
input SNR in different Noise environment
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Figure 6.12: Comparison of different speech enhancement algorithm in terms of ob-
jective parameter at 0 dB



Chapter 7

Conclusion

7.1 Conclusion

In this thesis, we discussed five different speech enhancement algorithm and applied

them on the noisy speech having different background noise and at different SNR.

The Wiener-as method which relies on the decision-directed approach to estimate the

a priori SNR, while the multi-band spectral subtraction algorithm does not make use

of a priori SNR information.

From the results we can see that,In terms of overall quality, the following algo-

rithm performed the best: log MMSE and multi-band spectral subtraction. These

algorithms also yielded the lowest speech distortion. The wiener-as algorithm also

performed well in some conditions. The VAD algorithms for updating the noise spec-

trum produce significant improvement in performance.

In terms of low computational complexity and good performance, the two win-

ners are the wiener as algorithm and multi-band spectral subtraction algorithm. The

multi-band spectral subtraction algorithm performed as well as the log MMSE algo-

rithm of statistical model based algorithm in nearly all conditions.
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7.2 Future Scope

Future work will include the development of these algorithm by changing the criteria

and parameters used in these algorithm. Also by changing the transform applied in

these algorithms we can get results and can compare it with the present results.
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