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Abstract

Steam surface condenser is a shell and tube heat exchanger used in power plant to

condense the steam. Cost minimization of this condenser design is a key objective for

both designer and users. In the design of condenser, one need to check the thermal

performance which satis�es process condition, while rating depends on number of

parameters like tube geometry, tube size, tube layout, and working �uid condition.

In the present work, rating of surface condenser has been carried out using appro-

priate condensation correlation for tube bundle and tubeside �ow. The variation of

thermo-physical properties of water and steam with temperature are also considered

to evaluate the overall heat transfer coe�cient for surface condenser. A Computer

program has been prepared to solve the problem e�ciently. The results of overall

heat transfer coe�cient calculated by the program are compared and found to be

within 3.33% of deviation with the results obtained from HTRI software. The Results

are also compared with the experimental results of HEI standard. These also shown

good agreements with available experimental result for lower tubeside velocity (<2.3

m/s) and the deviation found is within 11.256%.The present study also explores the

use of a non-traditional optimization technique; Genetic Algorithm (GA), for opti-

mization of steam surface condenser. The code for GA is developed and successfully

applied for the optimization of same by varying the design variables such as shell

internal diameter, tube outer diameter, tube thickness and tube material. The two

di�erent ranges of design variables are used. One is Siemens range (dimension range

of earlier parameters are used by Siemens Ltd., Baroda) and second is TEMA Range

(dimension range of same parameters taken from TEMA standard). The objective

function for capital cost and total cost is derived and same is used for optimization.

The optimized results obtained from selecting these range are compared and it was

found that by widening the design variables range using total cost as an objective

function , the e�ciency of GA for optimization improves.

Keywords: Surface condenser, Optimization, Genetic algorithm



Contents

Declaration iii

Certi�cate iv

Acknowledgements v

Abstract vi

List of Figures x

List of Tables xii

Nomenclature xiii

1 Introduction 1

1.1 General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Need of steam surface condenser . . . . . . . . . . . . . . . . . . . . . 4

1.3 Importance of steam surface condenser . . . . . . . . . . . . . . . . . 5

1.4 Condensation of condenser . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4.1 Film condensation on a single horizontal tube . . . . . . . . . 6

1.4.1.1 Laminar �lm condensation . . . . . . . . . . . . . . . 6

1.4.1.2 Forced convection . . . . . . . . . . . . . . . . . . . . 8

1.4.2 Film condensation over tube bundles . . . . . . . . . . . . . . 9

1.4.2.1 E�ect of condensate inundation . . . . . . . . . . . . 10

vii



CONTENTS viii

1.4.2.2 E�ect of vapor shear . . . . . . . . . . . . . . . . . . 11

1.4.2.3 Combined e�ect of inundation and vapor shear . . . 12

1.5 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.6 Organization of report . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Literature Review 15

2.1 Research papers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.1 Di�erential evolution strategies for optimal design of shell-and-
tube heat exchangers . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.2 Optimum temperatures in a shell and tube condenser with
respect to exergy . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.3 Optimization design of shell and tube heat exchanger by en-
tropy generation minimization and genetic algorithm . . . . . 17

2.1.4 Use of genetic algorithms (GAs) for the optimal design of shell-
and-tube heat exchangers . . . . . . . . . . . . . . . . . . . . 18

2.1.5 Design optimization of shell and tube heat exchangers using
global sensitivity analysis and harmony search algorithm . . . 20

2.1.6 A new design approach for shell-and-tube heat exchangers us-
ing genetic algorithms from economic point of view . . . . . . 21

2.1.7 Design optimization of shell-and-tube heat exchanger using
particle swarm optimization technique . . . . . . . . . . . . . 22

2.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3 Problem de�nition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.1 General Objective . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.2 Speci�c Objective . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.5 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3 Genetic Algorithm (GA) 26

3.1 Working principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1.1 Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1.2 Fitness function . . . . . . . . . . . . . . . . . . . . . . . . . . 28



CONTENTS ix

3.1.3 GA operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1.3.1 Reproduction . . . . . . . . . . . . . . . . . . . . . . 29

3.1.3.2 Crossover . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1.3.3 Mutation . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2 GAs and traditional methods . . . . . . . . . . . . . . . . . . . . . . 35

3.3 Advantages and disadvantages of GA . . . . . . . . . . . . . . . . . . 36

3.4 Application of GA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4 Mathematical Models 39

4.1 Heat transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.2 Pressure drop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.3 Objective function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5 Results and discussion 46

5.1 Rating of steam surface condenser: . . . . . . . . . . . . . . . . . . . 46

5.2 Design and optimization of steam surface condenser . . . . . . . . . . 50

6 Conclusion and Future Recommendation 65

Bibliography 68

A Flow Charts of Program Code 71

B HTRI Software Results 73



List of Figures

1.1 Steam surface condenser . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Flow on a horizontal tube . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Schmetic representation of condensate �ow . . . . . . . . . . . . . . 9

2.1 Solution method scheme . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2 Variation of initial costs with area . . . . . . . . . . . . . . . . . . . . 23

3.1 Coding in GA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Roulette-wheel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.3 One site crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4 Two site crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.1 Overall Heat transfer coe�cient vs velocity at tube at tube outer di-
ameter of 19.05 mm using Admiralty tube material where inlet cooling
water at 70◦F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.2 Overall Heat transfer coe�cient vs velocity at tube outer diameter of
25.4 mm using Admiralty tube material where inlet cooling water at
70◦F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.3 Overall Heat transfer coe�cient vs velocity at tube outer diameter of
44.45 mm using Admiralty tube material where inlet cooling water at
70◦F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.4 Overall Heat transfer coe�cient vs velocity at tube outer diameter of
50.08 mm using Admiralty tube material where inlet cooling water at
70◦F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.5 The Comparison of capital cost for Case 1 . . . . . . . . . . . . . . . 55

x



LIST OF FIGURES xi

5.6 The Comparison of Total cost for Case 1 . . . . . . . . . . . . . . . . 56

5.7 The Comparison of Capital cost for Case 2 . . . . . . . . . . . . . . . 59

5.8 The Comparison of Total cost for Case 2 . . . . . . . . . . . . . . . . 60

5.9 The Comparison of Capital cost for Case 3 . . . . . . . . . . . . . . . 63

5.10 The Comparison of Total cost for Case 3 . . . . . . . . . . . . . . . . 64

A.1 Flow chart of Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . 71

A.2 Flow chart of surface condenser design . . . . . . . . . . . . . . . . . 72

B.1 HTRI result sheet at inner tube diameter of 19.05 mmusing Admiralty
tube material where inlet cooling water at 70◦F . . . . . . . . . . . . 73

B.2 HTRI result sheet at inner tube diameter of 25.4 mmusing Admiralty
tube material where inlet cooling water at 70◦F . . . . . . . . . . . . 74

B.3 HTRI result sheet at inner tube diameter of 44.45 mmusing Admiralty
tube material where inlet cooling water at 70◦F . . . . . . . . . . . . 75

B.4 HTRI result sheet at inner tube diameter of 50.08 mmusing Admiralty
tube material where inlet cooling water at 70◦F . . . . . . . . . . . . 76



List of Tables

2.1 Result obtained by Ponce-Ortega J M et al. for the optimization of
shell and tube heat exchanger . . . . . . . . . . . . . . . . . . . . . . 19

4.1 Cost coe�cient of condenser . . . . . . . . . . . . . . . . . . . . . . . 44

5.1 Design variables range taken from Siemens Ltd . . . . . . . . . . . . 52

5.2 Design variables range taken from TEMA . . . . . . . . . . . . . . . 52

5.3 GA Results of Case 1 comaped with Siemens Ltd. design using
Siemens design variables range . . . . . . . . . . . . . . . . . . . . . 53

5.4 GA Results of Di�erent variables range for Case 1 . . . . . . . . . . 54

5.5 GA Results of Case 2 comaped with Siemens Ltd. design using
Siemens design variables range . . . . . . . . . . . . . . . . . . . . . . 57

5.6 GA Results for di�erent variables range for Case 2 . . . . . . . . . . 58

5.7 GA Results of Case 3 comaped with Siemens Ltd. design using
Siemens design variable range . . . . . . . . . . . . . . . . . . . . . . 61

5.8 GA Results of Di�erent variables range for Case 3 . . . . . . . . . . 62

xii



Nomenclature

a1 numerical constant ($)
a2 numerical constant ($/m2)
a3 numerical constant
A heat transfer area (m2)
B ba�es spacing (m)
Bc ba�es cut (%)
c �ow constant
Ci capital investment ($)
cl clearence (m)
CN inundation correction factor
Cod total discounted operating cost ($)
Co annual operating cost ($/yr)
cp speci�c heat at constant pressure (kJ/kgK)
Ctot total cost ($/yr)
Cug shear correction factor
d diameter (m)
De equivalent shell diameter (m)
Ds Shell inside diameter (m)
ec energy cost ($/kWh)
f friction coe�cient
fd unit cost of heat exchanger per area ($/m2)
g gravitational force (N)
h heat transfer coe�cient (W/m2K)
H annual operating time (h/yr)
hG gravitational heat transfer coe�cient (W/m2K)
hsh shear heat transfer coe�cient (W/m2K)
ifg latent heat of vaporization (kJ/kg)
i
′

fg modi�ed latent heat of vaporization (kJ/kg)
k thermal conductivity (W/mK)

xiii



LIST OF TABLES xiv

L tube length (m)
m �ow constant
n �ow constant
Nu Nusselt number
P pumping power (W )
pL longitudinal pitch (m)
Pr Prandlt number
pt transverse pitch (m)
Re Reynolds number

R̃e average Reynolds number
T temperature (◦C)
C1 capital recovery factor
C2 capital investment factor
Ci capital cost (Rs/yr)
Co operating cost (Rs/yr)
Ctot Total cost (Rs/yr)
U overall heat transfer coe�cient (W/m2K)
v velocity (m/s)
w mean �ow width (m)
x dryness fraction

Greek letters

4Ep pumping power (W )
4p pressure drop (Pa)
4T temperature di�erence (◦C)
δ �lm thickness (m)
θtp tubes layout angle (◦)
µ dynamic viscosity (Pa · s)
ρ density (kg/m3)
φ circumferential angle (◦)



LIST OF TABLES xv

Subscipts

g gas
l luquid
m mean
N number of tube
o outer side
s shellside
sat saturated
t tubeside
w wall



Chapter 1

Introduction

1.1 General

Condenser is a most important component in convectional power plant. Condensers

are normally used in process industries, refrigeration and air conditioning, and oil

re�nery also. Shell and tube condenses are the most commonly used heat exchang-

ers in process industries because they are very simple in manufacturing and their

adaptability to di�erent operating conditions.

Steam surface condenser is a shell and tube heat exchanger installed on the exhausted

steam from a steam turbine in thermal power stations. In Steam surface condenser,

condensation process takes place where the steam changes phase from gas to liquid

(water) through the rejecting heat to the tubes to cooling water at a pressure below

atmospheric pressure. Where cooling water is in short supply, an air-cooled condenser

is often used. Surface condensers are also used in applications and industries other

than the condensing of steam turbine exhaust in power plants. Its performance has

critical e�ects on overall operation system. The typical power plant condenser is

show in Figure1.1

The design of Steam surface condenser, including thermodynamic and �uid dynamic

design, cost estimation and optimization, represents a complex process containing an

1
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Figure 1.1: Steam surface condenser

integrated whole of design rules and empirical knowledge of various �eld. There are

many previous studies on the optimization of heat exchanger. Several investigations

had been done using di�erent optimization techniques considering di�erent objective

functions to optimize heat exchanger design.

Classi�cation of condenser

It is classi�ed according to transfer process; Direct contact and Indirect contact

which further sub-classi�ed as below[1]:

1. Direct contact

(a) Pool

(b) Spray and tray
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(c) Packed column

2. Indirect contact

(a) Shell-and-tube

i. Power Industry

A. surface condenser

B. Feed water heater

ii. Process Industry

A. E type TEMA

B. G type TEMA

C. H type TEMA

D. J type TEMA

E. X type TEMA

F. Total condensation (Re�ux and knockback)

(b) Extended surface

i. Tube-�n air-cooled condenser

ii. Plate �n cryogenic condenser

(c) Plate-type

i. Plate

ii. Spiral

Condenser is also classi�ed according to �ow arrangement in two types; Jet condenser

and Surface condenser which further sub-classi�ed as[2]:

1. Jet condenser

(a) Parallel �ow type
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i. Low level type

ii. High level type

(b) Counter �ow type

(c) Ejector type

2. Surface condenser

(a) Down-�ow type

(b) Central-�ow type

(c) Inverted-�ow type

(d) Regenerative type

(e) Evaporative type

Surface condenser is further classi�ed as Air-cooled surface condenser and water

cooled surface condenser. An air-cooled condenser is signi�cantly more expensive

and cannot achieve as low a steam turbine exhaust pressure as water cooled surface

condenser. Therefore in power industry water cooled surface condenser is normally

used.

1.2 Need of steam surface condenser

The main purposes of the condenser are to condense the exhaust steam from the

turbine for reuse in the cycle and to maximize turbine e�ciency by maintaining

proper vacuum. As the operating pressure of the condenser is lowered (vacuum is

increased), the enthalpy drop of the expanding steam in the turbine will also increase.

This will increase the amount of available work from the turbine (electrical output).

By lowering the condenser operating pressure, the following will occur:
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� Increased turbine output

� Increased plant e�ciency

� Reduced steam �ow (for a given plant output)

It is therefore very advantageous to operate the condenser at the lowest possible

pressure (highest vacuum).

1.3 Importance of steam surface condenser

The steam turbine itself is a device to convert the heat in steam to mechanical power.

The di�erence between the heat of steam per unit weight at the inlet to the turbine

and the heat of steam per unit weight at the outlet to the turbine represents the

heat which is converted to mechanical power. Therefore, the more the conversion of

heat per pound or kilogram of steam to mechanical power in the turbine, the better

is its e�ciency. By condensing the exhaust steam of a turbine at a pressure below

atmospheric pressure, the steam pressure drop between the inlet and exhaust of the

turbine is increased, which increases the amount of heat available for conversion to

mechanical power. Most of the heat liberated due to condensation of the exhaust

steam is carried away by the cooling medium (water or air) used by the surface

condenser.

1.4 Condensation of condenser

Condensation

When steam comes in contact with a surface at a lower temperature, condensation

occurs. The most common type of condensation a�ects in heat exchangers is surface

condensation where a cooled wall, at a temperature less than the local saturation
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temperature of the vapor, is comes in contact with a vapor. In this situation, the

vapor molecules that strike the cold surface may strike to it and condense into liquid.

The resulting liquid (i.e., condensate) will accumulate in one of two ways.

If the liquid wets the cold surface, the condensate will form a continuous �lm and

this mode of condensation is known as �lm wise condensation. If the liquid does not

wet the cold surface, it will form into numerous microscopic droplets. This mode of

condensation is known to as a drop wise condensation. It results in much larger heat

transfer coe�cients than during �lm wise condensation. Because long-term drop wise

condensation condition are very di�cult to sustain. Today all surface condensers are

designed to operate in the �lm wise mode.

1.4.1 Film condensation on a single horizontal tube

1.4.1.1 Laminar �lm condensation

A generic problem for both power and plant process tubular condensers is that

of predicting the condensation heat transfer coe�cient on the shell side. In the

vacuum condenser for power plant, the main problem a�ecting shellside heat transfer

performance is that of removal of the unknown quantity of air that leak into the steam

at the turbine gland.

Nusselt processed the case of laminar �lm condensation of a quiescent vapor on an

isothermal horizontal tube as described in Figure 1.2.

Here, the motion of the condensate is determined by a balance of gravitational and

viscous forces. In the Nusselt analysis, convection terms in the energy equation are

neglected: thus the local heat transfer coe�cient around the tube can be written as:

h(φ) =
kl
δ(φ)

(1.1)

Here δ is the �lm thickness that is a function of the circumferential angle φ. At the

top of the tube, where the �lm thickness is minimum and the heat transfer coe�cient
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Figure 1.2: Flow on a horizontal tube

is maximum but it is zero when the �lm thicken increases to in�nity. The Nusselt

theory gives the following average heat transfer coe�cient[3]:

hmdo
kl

= 0.728

[
ρl(ρl − ρg)gifgd3

o

µl(Tsat − Tw)kl

]0.25

(1.2)

Rohsenow[4] recommended new term to above equation using modi�ed latent heat

due to thermal advection e�ects which is

i
′

fg = ifg + 0.68cp,l (Tsat − Tw) (1.3)

Thus equation (1.2) becomes

hmdo
kl

= 0.728

[
ρl(ρl − ρg)gi

′

fgdo

µl(Tsat − Tw)kl

]0.25

(1.4)
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1.4.1.2 Forced convection

When the vapor around a horizontal tube is moving at high velocity, the analysis for

�lm condensation is a�ected in two important ways

1. The surface shear stress between the vapor and the condensate and

2. The e�ect of vapor separation.

The analytic investigations of this problem were extensions of Nusselt's analysis to

include the interfacial shear boundary condition at the edge of the condensate �lm.

Shekriladze and Gomelauri[5] assumed that the primary contribution to the surface

to the surface shear was due to the challenge in momentum across the interface.

Their simpli�ed solution for an isothermal cylinder without separation and with no

body forces is

Num =
hmd

kl
= 0.9R̃e

1/2
(1.5)

Where R̃e is de�ned as a two �phase Reynolds number involving the vapor velocity

and condensate properties ρvd/µ, When both gravity and velocity are included, they

recommend the relationship:

Num

R̃e
0.25 = 0.64

(
1 + (1 + 1.69F )1/2

)1/2
(1.6)

where

F =
gdµlifg
v2
gkl4T

(1.7)

Equation 1.3 neglects vapor separation, which occurs somewhere between 82° and

180° from the stagnation point of the cylinder. After the separation point, the con-

densate �lm rapidly thickens and, as a result, heat transfer is reduced. A conservative

approach suggested by Shekriladze and Gomelauri is to assume that there is no heat

transferred beyond the separation point. If the minimum separation angle of 82° is
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Figure 1.3: Schmetic representation of condensate �ow

then chosen, a most conservative equation results and the heat transfer decreases by

approximately 35%. Therefore, Equation 1.5 reduces to:

Num = 0.59R̃e
1/2

(1.8)

An interpolation formula based on this conservative approach, which satis�ed the

extremes of gravity-controlled and shear-controlled condensation, was proposed by

Butterworth[5]:
Num

R̃e
0.25 = 0.416

(
1 + (1 + 1.947F )1/4

)1/4
(1.9)

Vapor boundary layer e�ects, especially separation, and the pressure gradient e�ect

around the lower part of the tube provide signi�cant di�culties in arriving at an

accurate analytic solution.

1.4.2 Film condensation over tube bundles

During �lm condensation over tube bundles, the conditions are much di�erent than

for a single tube. The neighboring multiple tubes in the presence of vapor �ow

creates complexities as explained schematically in �gure 1.3[6].
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In the idealized case �gure a condensate from a given tube is assumed to drain by

gravity to the lower tubes in a continuous, laminar sheet. In reality, depending on the

spacing-to-diameter ratio of the tubes and depending on whether they are arrange

in a staggered in-line con�guration, the condensate form one tube may not fall on

the tube directly below it but instead may �ow sideways Figure 1.3 b. Also, it is

well known experimentally that condensate does not drain from a horizontal tube in

a continuous sheet but in discrete droplets along the tube axis. When these droplets

strike the lower tube, considerable splashing can occur �gure 1.3 c, causing ripple

and turbulence in the condensate �lm. Perhaps most important of all, large vapor

velocities can create signi�cant shear forces on the condensate, stripping it away,

independent of gravity Figure 1.3 d.

1.4.2.1 E�ect of condensate inundation

In the absence of vapor velocity, as condensate �ows by gravity onto lower tubes in

a bundle, the �ow of condensate from one tube to another thickness the condensate

layer around the lower tubes and heat transfer coe�cient should decrease.

Nusselt[3] analyzed �lm condensation on a vertical in-line column of horizontal tubes.

He assumed that all the condensate from a given tube drains as a continuous laminar

sheet directly onto the top of the tube below it. With this assumption, together

with the (Tsat− Tw) remaining the same for all tubes, he showed that the average

coe�cient for a vertical column of N tubes, compared with the coe�cient for the

�rst tube (i.e., the top tube in the row), is

hm,N
h1

= N−1/4 (1.10)

In Equation 1.10, h1 is calculated using Equation 1.2. In terms of the local coe�cient

for the Nth tube, the Nusselt theory gives:

hN
h1

= N3/4 − (N − 1)3/4 (1.11)
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Kern[6] proposed a conservative relationship:

hm,N
h1

= N−1/6 (1.12)

Or in terms of the local value:

hN
h1

= N5/6 − (N − 1)5/6 (1.13)

Eissenberg[6] experimentally investigated the e�ects of condensate inundation by

using a staggered tube bundle by considering side-drainage model as in �gure 1.3 b.

An expression is given by him:

hm,N
h1

= 0.60 + 0.42N−1/4 (1.14)

Numerous experimental measurements have been made in studying the e�ect of

condensate inundation. The data, however, are very scattered. As a result, it is

not too surprising that is no successful theoretical model today that can predict

accurately the e�ect of condensate inundation on the condensation performance for

a variety of operating conditions. For design purposes, the Kern expressions either

Equation 1.12 or 1.13 are conservative, and have been recommended by Butterworth.

1.4.2.2 E�ect of vapor shear

In the tube bundles, the in�uence of vapor shear has been measured by Kutate-

ladze et al.[5], found that there was little di�erence between the downward-�ow and

horizontal-�ow data obtained, but the upward-�ow data were as much as 50% lower

in the range 0.1<F<0.5. What was arrived at is the following empirical expression

that correlated the downward �ow and horizontal �ow data reasonably well:

Num

R̃e
1/4

= 0.96F 1/5 (1.15)
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For 0.03<F<600. Cavillini et al.[5] compared their data with the prediction of

Shekriladze and Gomelauri, Equation 1.6 and found the prediction to be conservative.

In a tube bundle, it is not clear which local velocity should be used to calculate

the vapor shear e�ects. Butterworth pointed out that the use of the maximum

cross sectional area gives a conservative prediction. Shklover and Buevich[5] have

been used the mean local velocity through the bundle. They calculated this velocity

based on a mean �ow width that is given by:

w =
pLpt − πd2

4

pL
(1.16)

Where pLand pt are the tube pitches (i.e., centerline-to-centerline distance) in the

longitudinal and transverse direction, respectively.

1.4.2.3 Combined e�ect of inundation and vapor shear

Initially, the e�ects of inundation and vapor shear were treated separately. The

combined average heat transfer coe�cient for condensation in a tube bundle was

written as:

hm,N = h1CNCug (1.17)

Where h1 represents the average coe�cient for a single tube form Nusselt theory,

Equation 1.2 and CN and Cug are correction factors to account for inundation and

vapor shear, respectively.

However, in a tube bundle, a strong interaction exists between vapor shear and con-

densate inundation: and local heat transfer coe�cients are very di�cult to predict..

Butterworth proposed a relationship for the local heat transfer coe�cient in the Nth

tube row that separates out the e�ects of vapor shear and condensate inundation. A

slightly modi�ed form of his equation is

hN =

[
1

2
h2
sh +

(
1

4
h4
sh + h4

1

)1/2
]1/2

×
[
N5/6 − (N − 1)5/6

]
(1.18)
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Where hsh is from Equation 1.8:

hsh = 0.59
kl
d1

R̃e
1/2

and h1 is obtained using Equation 1.2.

Mcnaught[6] has suggested that shell-side condensation may be treated as two-phase

forced convection. He therefore proposed the following relationship for the local

coe�cient for the Nth tube raw: (
h2
sh + h2

G

)1/2
(1.19)

where hG is given by Equation 1.13

hG = h1

[
N5/6 − (N − 1)5/6

]
and hsh is given as:

hsh = 1.26

[
1

Xtt

]0.78

hl (1.20)

In Equation (1.20), Xtt is the Lockhart-Martinelli parameter, de�ne as:

Xtt =

(
1− x
x

)0.9(
ρg
ρl

)0.5(
µl
µg

)0.1

(1.21)

The correlation includes the e�ect of condensate inundation. McNaught found that

Equations (1.19) and (1.20) correlated 90% of the steam data within ±25%.

1.5 Optimization

There are several optimization methods to solve design problem for heat exchang-

ers. Some Investigators have used di�erent techniques based on simulated annealing,

global sensitivity analysis, harmony search algorithm, partical swarm optimization
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method, di�erential evolution strategies, genetic algorithm and traditional mathe-

matical optimization algorithms. These optimization techniques were used for var-

ious objectives like minimum entropy generation, and minimum cost of shell and

tube heat exchanger. Some of these studies focus mainly on a single geometrical

parameter like optimum ba�e spacing and some others try to optimize a variety of

geometrical and operational parameters of the shell and tube heat exchanger. Deter-

mination of the most in�uential parameters from a set of the design parameters can

greatly a�ect the performance of the optimization process. In surface condenser, op-

timization of design is possible using di�erent design parameters like shell diameter,

tube diameter, tube thickness, tube materials, number of tube passes, tube layout

angle, and so on.

1.6 Organization of report

The Report has been organized in six chapters.

Introduction, theory related to steam surface condenser, its classi�cation, need, im-

portance, condensation and various optimization techniques is presented in Chapter

1. Chapter 2 presents review of status which includes discussion on seven research

papers about the heat exchanger and its optimization. Motivation for the present

work, De�nition of the Problem, Objectives and Scope of the present work is also

presented in the same chapter. A discussion on Genetic Algorithm as optimization

tool for condenser design is presented in Chapter 3. Chapter 4 represents the Math-

ematical models used for design and optimization of steam surface condenser. The

�ow chart of the in house code, prepared for design and optimization, can be found

here. Chapter 5 presents result and discussion. Comparison of results obtained from

in house code for design and optimization of steam surface condenser with results

obtained from HTRI and Siemens Ltd Baroda can be found here. Conclusion and

future scope of project is presented in Chapter 6.



Chapter 2

Literature Review

Numbers of various research papers are studied of optimum temperature, optimum

exergy destructions, optimum entropy and optimum design variable con�gurations

for optimum heat transfer area, optimum pumping power and optimum cost too.

These optimization need some nontraditional techniques viz. di�erential evolution

(DE), partical swarm optimization (PSO), genetic algorithm (GA), global sensitivity

analysis (GSA) or harmony search algorithm (HSA) for better solution. In �rst

paper, DE method is explained for heat exchanger optimization. Second paper is

about optimization of exergy destructions to industrial condenser. Third paper is

about entropy minimization of heat exchanger using GA. Forth paper is regarding

about the use of bell method for heat transfer coe�cient of shellside with GA. Fifth

Paper is about the use of global sensitivity analysis (GSA) and harmony search

algorithm (HSA) for design optimization of shell and tube heat exchangers and sixth

for particle swarm optimization (PSO) technique, for design optimization of shell-

and-tube heat exchangers from economic view point.

15
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2.1 Research papers

2.1.1 Di�erential evolution strategies for optimal design of
shell-and-tube heat exchangers

Babu B V et al.[7] applied di�erential evolution (DE) optimization method and

its various strategies for the optimal design of shell-and-tube heat exchangers. Main

objective in the heat exchanger design is the estimation of the minimum heat transfer

area required for a given heat duty, as it governs the overall cost of the heat exchanger.

They have been successfully applied with di�erent strategies for 1,61,280 design

con�gurations using Bell's method to �nd the heat transfer area.

They used seven design variables in DE for heat exchanger design optimization. In

which the design variable x1takes 12 values for tube diameter in the range of 6.35

mm to 63.5 mm. x2 represents the tube pitch either square or triangular taking 2

values represented by 1 and 2. x3 takes the shell head types: �oating head, �xed

tube sheet, U tube, and pull through �oating head represented by the numbers 1, 2,

3, and 4, respectively. x4 takes number of tube passes 1, 2, 4, 6, and 8 represented

by numbers from 1 to 5. The variable x5 takes 8 values of the various tube lengths in

the range 152.4 mm to 609.6 mm. x6 takes six values for the variable ba�e spacing,

in the range 0.2�0.45 times the shell diameter (0.2, 0.25, 0.3, 0.35, 0.4, and 0.45). x7

takes seven values for the ba�e cut in the range 15�45% (0.15, 0.2, 0.25, 0.3, 0.35,

0.4, and 0.45). They found the population-based algorithm DE provides signi�cant

improvement in the optimal designs, by achieving the global optimum, compared to

the traditional designs.

2.1.2 Optimum temperatures in a shell and tube condenser
with respect to exergy

Haseli Y et al.[8] focused on evaluation of the optimum cooling water temperature

during condensation of saturated water vapor within a shell and tube condenser,
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through minimization of exergy destruction.

The relevant exergy destruction was mathematically derived and expressed as a

function of operating temperatures and mass �ow rates of both vapor and coolant.

Then, they de�ne the optimization problem subject to condensation of the entire va-

por mass �ow. It was solved based on the sequential quadratic programming (SQP)

method. The optimization results obtained at two di�erent condensation tempera-

tures of 46°C and 54°C for an industrial condenser. They studied case study for a

condenser having the steam mass �ow rate is 1 kg/s and increased the condensation

temperature from 46 C to 54 C, found the optimal upstream coolant temperature

which increased from 16.78°C to 25.17°C. Also, assumed an ambient temperature of

15°C, and got the exergy destruction which decreased from 172.5 kW to 164.6 kW.

They proved that increase in the steam mass �ow rate may result in a lower opti-

mum cooling water temperature, which consequently leads to lower exergy e�ciency.

Also, the optimal exergy destruction increases at higher rates of the steam mass �ow.

Therefore the exergy destruction and exergy e�ciency of condensation of vapor in

a shell and tube condenser can be formulate and they can be expressed as func-

tions of several operating parameters, such as the inlet and outlet cooling water and

condensation temperatures.

2.1.3 Optimization design of shell and tube heat exchanger by
entropy generation minimization and genetic algorithm

Guo Jiangfeng et al.[9] optimized a shell and tube heat exchanger design and demon-

strate the dimensionless entropy generation rate by scaling the entropy generation

on the ratio of the heat transfer rate to the inlet temperature of cold �uid which em-

ployed as the objective function. Also, some geometrical parameters of the shell and

tube heat exchanger were taken as the design variables and the genetic algorithm was

applied to solve the associated optimization problem. They have successfully applied
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genetic algorithm (GA) for optimization. It was shown that for the case that the

heat duty is given, not only can the optimization design increase the heat exchanger

e�ectiveness signi�cantly, but also decrease the pumping power dramatically.

They have presented three optimization design examples. In the �rst example �ve

design variables (tube outer diameter, number of tubes, ratio of the ba�e spacing

to shell diameter, Central angle of ba�e cut, Outlet temperature of the cold �uid

in the heat exchanger) were selected for a given heat load. It was shown that the

optimization design process can remarkably increase the heat transfer e�ectiveness

and decrease the pressure drop. In the second example, shown that the entropy

generation number de�ned by Bejan su�ers from the `entropy generation paradox',

while the modi�ed entropy generation number can avoid such a paradox. Therefore

the modi�ed entropy generation number is preferable in the heat exchanger opti-

mization design applications. They attempt to use the modi�ed entropy generation

number as the objective function in the heat exchanger optimization design. In the

third example, the heat transfer area was �xed which obtained by the traditional

heat exchanger design method, then the tube and ba�e geometrical parameters are

selected as the design variables and thus allowed to change in the optimization design

process.

2.1.4 Use of genetic algorithms (GAs) for the optimal design
of shell-and-tube heat exchangers

Ponce-Ortega J M et al.[10] used the Bell�Delaware method of the shell-side �ow with

no simpli�cations for shell and tube heat exchanger. They applied genetic algorithm

(GA) for optimization procedure. The use of GA together with the Bell�Delaware

method allowed by them for several design factors, and later subjected to a rating

test, to be calculated as part of the optimum solution. Also, the objective function

can accommodate any type of information available for the cost of heat exchanger

having highly non-linear functions that arise from a detailed cost model for a heat
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exchanger can be handled using genetic algorithm. They studied that genetic algo-

rithms provide better expectations to detect global optimum solutions than gradient

methods, in addition to being more robust for the solution of complex problems.

Table 2.1: Result obtained by Ponce-Ortega J M et al. for the optimization of shell
and tube heat exchanger

Concept Mizutani et al. Ponce-Ortega et al. using GA
Design A Design B

A(m2) 202 242.88 161.34
ht(W/m

2K) 6,480.00 1,628.94 4,493.71
hs (W/m2K) 1,829.00 2,991.26 2,003.71
Vt (m/s) - 0.83 1.00
vs (m/s) - 0.37 0.40
U (W/m2K) 860.00 714.51 873.62
Number of tubes 832 653 739
Tubes arrangement Square Triangular Square
Number of tube-passes 2 6 1
Dti (mm) 12.60 22.918 10.92
Dt (mm) 15.90 25.40 12.70
Number of ba�es 8 8 13
Heat kind Fixed Floating pull Floating pull
Hot �uid allocation Shell Tube Shell
F ?
t 4TLM 24.90 25.01 30.79
Ds (mm) 0.687 1.105 0.639
Total tube length (m) 4.88 4.88 5.602
Ba�e spacing (m) 0.542 0.516 0.391
Ba�e cut (% 25 25 31.85
4pt (Pa) 22,676.00 10,981.30 7,748.18
4ps (Pa) 7,494.00 4,714.28 6,828.43
Pumping cost ($/yr) 2,424.00 960.36 1,033.98
Area cost ($/yr) 2,826.00 3,142.59 2,468.77
Total annual cost ($/yr) 5,250.00 4,102.95 3,502.75

The examples analyzed by them shown that genetic algorithms provide a valuable

tool for the optimal design of heat exchangers.



CHAPTER 2. LITERATURE REVIEW 20

They demonstrated three examples on design optimization of shell and tube heat

exchanger using GA. Out of three, one example is shown here:

The GA was used for this problem without the constraints in tube length and ba�e

cut imposed by Mizutani et al.[11]. The results are reported as Design B in table

2.1.One can notice a signi�cant reduction in the total area required by the exchanger.

This is the result of the number of passes being reduced to one, and of smaller tube

diameters being selected. This arrangement produces higher stream velocities with

better heat transfer coe�cients, which provide a smaller area. Another issue worth

of mention is that the relationship Ltt/Ds is higher than for the other two designs.

Design B has a total annual cost 49.88% lower than the one obtained by Mizutani

et al., and 17.13% lower than Design A.

2.1.5 Design optimization of shell and tube heat exchangers
using global sensitivity analysis and harmony search al-
gorithm

Fesanghary M et al.[12] studied the use of global sensitivity analysis (GSA) and

harmony search algorithm (HSA) for design optimization of shell and tube heat

exchangers (STHX) from the economic point of view. They used GSA for reduce the

size of the optimization problem using non-in�uential geometrical parameters which

have the least e�ect on total cost of STHXs. Then, they applied the HSA which is a

meta-heuristic based algorithm to optimize the in�uential geometrical parameters.

They have taken the capital cost of a STHX as an objective function to optimal

design of a STHX which is capable of accomplishing the prescribed thermal duty

with minimum combined investment and operating cost.
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2.1.6 A new design approach for shell-and-tube heat exchang-
ers using genetic algorithms from economic point of
view

Resat Selbas(2005),[13] et al. studied the estimation of minimum heat transfer area

required for a given heat duty of heat exchanger. They used genetic algorithms (GA)

successfully for the optimal design of shell-and-tube heat exchanger for I type and U

type. They have taken 47040 design combination for heat exchanger using di�erent

shell diameter, di�erent tube pass, di�erent tube diameter, di�erent layout, and no

of ba�e choice and use GA for �nd optimum design based on minimum heat transfer

area to reduce the cost of heat exchanger for a given heat duty. The LMTD method

was used to determine the heat transfer area for a given design con�guration.

They considerd following objective function for optimization,

Ctot = Ci + Co (2.1)

where,

Ci = A× fd× C1 (2.2)

and

Co =
(Et + Es)×H × ec× C1 × C2

3600× 1000
(2.3)

They considered a case for design a heat exchanger of duty: 20 kg/s of water leaves

from the base of a system at 75°C and is to be cooled to 50°C by exchange with water

coming from city pipeline at 20°C and exit temperature of the water is assumed to

be 35°C. For the economic calculations, fd, unit cost of heat exchanger per area was

assumed to be 25 $/m2, fe, electric cost, 0.1 $/kWh for Turkey,H, annual operating

period, 17,280,000 s/year, I, interest rate, 60%, ec, rate of increase of energy costs,

50%, tp, total operating period, 10 years. The pump e�ciencies were assumed to be

70%.
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The GA was applied for optimization using the following solution scheme as shown

in Figure 2.1 and got appreciable and faster result for cost vs heat transfer area as

shown in Figure 2.2.

Figure 2.1: Solution method scheme

2.1.7 Design optimization of shell-and-tube heat exchanger
using particle swarm optimization technique

Patel V K et al.[14] explored the use of a non-traditional optimization technique;

called particle swarm optimization (PSO), for design optimization of shell-and-tube

heat exchangers from economic view point. Minimization of total annual cost was

considered as an objective function of heat exchanger. They have selected three de-

sign variables such as shell internal diameter, outer tube diameter and ba�e spacing

for optimization. Also, two tube layouts viz. triangle and square are considered

for optimization. Four di�erent case studies are presented to demonstrate the ef-
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Figure 2.2: Variation of initial costs with area

fectiveness and accuracy of the proposed algorithm. They got appreciable results

using partical swarm optimization technique for case studies and compared same

with genetic algorithm using following objective function.

Ctot = Ci + Cod (2.4)

Total cost Ctot is taken as the objective function, which includes capital investment

(Ci) energy cost (Ce), annual operating cost (Co) and total discounted operating cost

(Cod). where,

Ci = a1 + a2A
a3

where, a1 = 8000, a2 = 259.2, a3 = 0.93 for exchanger made with stainless steel for

both shell and tubes. A is heat transfer area.
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The total discounted operating cost related to pumping power to overcome friction

losses is computed from the following equation,

Co = PCeH

Cod =

ny∑
x=1

Co
(1 + IR)x

where, ny is the life of condenser in year.

2.2 Motivation

Power sector is a predominant factor for the growth of country. At present so many

power plants are built due to increasing the demand of energy. Steam surface con-

denser is a unit used in power plant to increase the e�ciency of turbine and hence

increases the net output of the plant. In the design of steam surface condenser,

proper correlations must be used to calculate the overall heat transfer coe�cient,

area, pressure drop, and cost of condenser. For industrial application design should

be optimized. When designing a condenser so many design combination comes to

picture, but best design is what give a better design with low cost. At present var-

ious commercial programs are available for designing and rating of shell and tube

heat exchanger such as HTRI, HTFS, THERM and CC-THERM. These required

various optimization strategies to consist any optimization of design that need from

industries point of view.

2.3 Problem de�nition

Problem de�nition of the project is:

Steam surface condenser design based on cost optimization using genetic algorithm
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2.4 Objective

2.4.1 General Objective

To design the steam surface condenser using appropriate correlation for rating and

then optimize the cost of design with nontraditional optimization tool.

2.4.2 Speci�c Objective

� To design the steam surface condenser and rate the same using Nusselt's cor-

relation.

� The rating is compare with HTRI (Heat transfer Research Institute) software's

result and HEI (Heat Exchanger Institute)'s results.

� To optimize the capital and total cost of surface condenser design.

� To implement genetic algorithm (GA) for optimization of the above cost and

compared the results between them.

� Also, �nd out the GA's results for varying the search space of design variables

and compared the same.

2.5 Scope

The scope of the project is the design of steam surface condenser which optimize

through genetic algorithm (GA). GA is helpful to optimize the cost by selecting

optimum design variables such as shell diameter, tube diameter, tube thickness and

tube material with wide range to solve optimum heat transfer area and pumping

power then to �nd out the optimum cost of condenser as based on capital cost and

total cost.



Chapter 3

Genetic Algorithm (GA)

Introduction

There are to many techniques for global optimization (i.e. �nding the global min-

imum or maximum of some complex functional). Genetic algorithm (GA) acts on

the principles of natural genetics and natural selection. It is computerized search

and optimization algorithm. Professor John Holland of the University of Michigan,

Ann Arbor envisaged his seminal work (Holland, 1975). Thereafter, a number of his

students and other researchers have contributed to developing this �eld. To date,

most of the GA studies are available through a few books (Davis, 1991; Goldberg,

1989; Holland, 1975; Michalewicz, 1992) and through a number of international

conferences proceeding (Belew and Booker, 1991; Forrest, 1993; Grefenstette, 1985,

1987; Rawlins, 1991; Forrest, 1993; Grefenstette, 1985, 1987; Rawlins, 1991; Scha�er,

1989, Whitley, 1993). An extensive list of GA-related papers is referenced elsewhere

(Goldberg, et. al, 1992).

26
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3.1 Working principles

To illustrate the working principles of GAs, an unconstrained problem is considered.

Let us consider the following maximization problem:

Maximize f(x), x
(L)
i ≤ xi ≤ x

(U)
i , i = 1, 2, ..., N.

where, x
(L)
i and x

(U)
i are the lower and upper bound the variable xi can take. Al-

though a maximization problem consider here, a minimization problem can also be

handled using GAs. The working of GAs is completed by performing the following

tasks:

3.1.1 Coding

For above problem, variable xi's are �rst coded in string structures. Binary-coded

strings having 1's and 0's are mostly used. The length of the string is usually

determined according to the desired result accuracy. For example, if four bits are

used to code each variable in a two-variable function optimization problem, the

strings (0000 0000) and (1111 1111) would represent the points(
x

(L)
1 , x

(L)
2

)T (
x

(L)
1 , x

(L)
2

)T
,

respectively, because the substrings (0000) and (1111) have the minimum and the

maximum decoded values. Any other eight-bit string can be found to represent a

point in the search space according to a�xed mapping rule. Normally, the following

mapping rule is used:

xi = x
(L)
i +

x
(U)
i − x

(L)
i

2li − 1
decoded values (si) (3.1)

In the above equation, the variable xi is coded in a substring si of length li. The

coded value of a binary substring si is calculated as
l−1∑
i=0

2isi, where si ∈ (0, 1) and
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Figure 3.1: Coding in GA

the string s is represented as (sl−1sl−2...s2s1s0). For example, a four-bit string (0111)

has a decoded value equal to (1) 20 + (1) 21 + (1) 22 + (0) 23 or 7.

Here it is mention that with four bits to code each variable, there are only 24or

16 distinct substrings possible, because each bit position can take a value either 0

or 1. The accuracy obtained with a four bit coding is only approximately 1/16th

of the search space. But as the string length is increased by one, the obtainable

accuracy increases exponentially to 1/32th of the search space. It is not necessary

to code all variables in equal substring length. The length of substring represent

a variable depends on the desired accuracy in that variable. With this concept,

generally we say that with an li bit coding for a variable, the obtainable accuracy

in that variable is approximately
(
x

(U)
i − x

(L)
i

)
/2li . once the coding of the variables

has been done, the corresponding point x = (x1, x2, .....xN)T can be found using

Equation 3.1. Thereafter, the function value at the point x can also be calculated

by substituting x in the given objective function f (x).

3.1.2 Fitness function

GAs mimic the �survival of the �ttest� principle of the nature to make a search

process. Therefore, GAs are naturally suitable for maximization problems. So min-

imization problems are suitably transformed into maximization problems by using
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transformation. For maximization problems, the �tness function (z (x)) can be con-

sidered to be the same as the objective function or z (x) = f (x). For minimization

problem, the �tness function is an equivalent maximization problem chosen that the

optimum point remains unchanged by transformation. For example of such trans-

formation is:

z (x) = 1/ (1 + f (x)) (3.2)

This transformation does not alter the point of minimum, but converts a minimiza-

tion problem to an equivalent maximization problem.

3.1.3 GA operators

The operation of GAs starts with a population of random strings representing de-

sign variables. Thereafter, each string is evaluated to �nd the �tness value. The

population is then operated by three main operators which are:

1. Reproduction

2. Crossover

3. Mutation

These operators create a new population of points. The new population is further

evaluated and tested for termination criteria. If the termination criteria are not met,

the population is continued until the termination criterion is met. One cycle of these

operations and the subsequent evaluation procedure is known as a generation.

3.1.3.1 Reproduction

Reproduction (or selection) is an operator that makes more copies of better strings

in a new population. Reproduction is the �rst operator applied on a population.
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It selects good strings in a population and forms mating pool. That why the re-

production is sometimes known as the selection operator. To sustain the generation

of new population, the reproduction of the individuals in the current population is

necessary. For better individuals, these should be from the �ttest individuals of the

previous population. There exist number of reproduction operators in GA, but the

essential in all of them is that the above average strings are picked from the current

population and their multiple copies are inserted in the mating pool in a probabilistic

manner.

Roulette-wheel selection

The commonly used reproduction operator is the proportionate reproduction oper-

ator where a string is selected for the mating pool with a probability proportional

to its �tness. Thus, the i-th string in the population is selected with a probability

proportional to zi. Since the population size is usually kept �xed in a simple GA,

the sum of the probability of each string being selected for the mating pool must be

one. Therefore, the probability for selecting the i-th string is:

pi =
zi∑n
j=1 zj

(3.3)

where n is the population size. This selection scheme is also imagine as a roulette-

wheel with its circumference marked for each string proportionate to the string's

�tness. The roulette wheel is spun n times, each time selecting an instance of the

string chosen by the roulette-wheel pointer. Since the circumference of the wheel is

marked according to a string's �tness, this roulette-wheel mechanism is expected to

make zi/z copies of the i-th string in the mating pool. The average �tness of the

population is calculated as

z =
l−1∑
i=0

zi/n. (3.4)
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Figure 3.2: Roulette-wheel

Figure3.2[15] shows a roulette-wheel for each individuals having di�erent �tness val-

ues. Since the third individual has �tness value than any other, it is expected that

the roulette-wheel selection will choose the third individual more than any other

individual. This roulette-wheel selection scheme can be simulated easily. Using the

�tness value fi of all strings, the probability of selecting a string pi can be calcu-

lated. Thereafter, the cumulative probability pnof each string being copied can be

calculated by adding the individual probabilities from the top of the list. Thus, the

bottom-most string in the population should have a cumulative probability values

from pi−1to pi. The �rst string represents the cumulative values from zero to p1.

Thus, the cumulative probability of any string lies between 0 and 1. In order to

choose n strings, n random numbers are between 0 and 1 are created at random.

Thus, a string that represents the chosen random number in the cumulative prob-

ability range (calcu;ated from �tness values) for the string is chosen to the mating

pool. This way the string with a higher �tness values and therefore has a higher of

being copied into the mating pool. On the other hand, a string with a smaller �tness

value represents a smaller range in cumulative probability values and has a smaller

probability of being copied into the mating pool.
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3.1.3.2 Crossover

A crossover operator is used to recombine two strings to get a better string. In

crossover operation, recombination process creates di�erent individuals in the suc-

cessive generations by combining material from two individuals of the previous gen-

eration. In reproduction, good strings in a population are probabilistically assigned

a large number of copies and a mating pool is formed. It is important to note that

no new strings are formed in the reproduction phase. In the crossover operator, new

strings are created by exchanging information among strings of the mating pool.

The two strings participating in the crossover operation are known as parent strings

and the resulting strings are known as children strings. It is intuitive from this

construction that good sub-strings from parent strings can be combined to form a

better child string, if an approximate site is chosen. With a random site, the children

strings produced may or may not have a combination of good sub-strings from parent

strings, depending on whether or not the crossing site falls in the approximate place.

But this is not a matter of serious concern, because if good strings are created

by crossover, there will be more copies of them in the next mating pool generated

by crossover. It is clear from this discussion that the e�ect of crossover may be

detrimental or bene�cial. Thus, in order to preserve some of the good strings that

are already present in the mating pool, all strings in the mating pool are not used

in crossover. When a crossover probability, de�ned here as pc is used, only 100pc

percent strings in the population are used in the crossover operation and 100 (1− pc)
percent of the population remains as they are in the current population. A crossover

operation is mainly responsible for the search of new strings even though mutation

operator is also used for this purpose sparingly.

Two crossover operations exist in the literature. One site and two site crossover

are the most common adopted. In most crossover operators, two strings are picked

from the mating pool at random and some portions of the strings are exchanged
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Figure 3.3: One site crossover

Figure 3.4: Two site crossover

between the strings. Crossover operation is done at string level by randomly selecting

two strings for crossover operations. A one site crossover operator is performed by

randomly choosing a crossing site along and the string by exchanging all bits in the

right side of the crossing site as shown in �gure 3.3.

In one site crossover, a crossover site is selected randomly (shown as vertical lines).

The portion right of the selected site of these two strings is exchanged to form a new

pair of strings. The new strings are thus combinations of the old strings. Two site

crossover is a variation of the crossover, except that two crossover sites are chosen

and the bits between the sites are exchanged as shown in �gure 3.4.

One site crossover is more suitable when string length is small while two site crossover

is suitable for large strings. The underlying objective of crossover is to exchange

information between strings to get a string that is possibly better than the parents.
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3.1.3.3 Mutation

Mutation adds new information in a random way to the genetic search process and

ultimately helps to avoid getting trapped at local optima. It is an operator that

introduces diversity in the population whenever the population tends to become

homogeneous due to repeated use of reproduction and crossover operators. Mutation

may cause the chromosomes of individuals to be di�erent from those of their parent

individuals.

Mutation in a way is the process of randomly disturbing genetic information. They

operate at the bit level; when the bits are being copied from the current string to

the other string, there is probability that each bit may become mutated. This prob-

ability is usually a quite small value, called as mutation probability pm. A coin toss

mechanism is employed: if random number between zero and one is less than the

mutation probability, then the bit is inverted, so that zero becomes one and one

becomes zero. This helps in introducing a bit of diversity to the population by scat-

tering the occasional points. This random scattering would result in better optima,

or even modify a part of genetic code that will be bene�cial in later operations.

The need for mutation is to create a pint in the neighborhood of the current point,

thereby achieving a local search around the current solution. The mutation is also

used to maintain diversity in the population. For example, the following population

having four-eight bit string may be considered:

0110 1011
0011 1101
0001 0110
0111 1100

It can be noticed that all four strings have a 0 in the left most bit position. If the

true optimum solution requires 1 in that position, then neither reproduction nor

crossover operator described above will be able to create 1 in that position. The

inclusion of mutation introduces probability pm of turning 0 into 1.



CHAPTER 3. GENETIC ALGORITHM (GA) 35

These three operators are simple and straightforward. The reproduction operator

selects good strings and the crossover operator recombines good sub-strings from

good strings together, hopefully, to create a better sub-string. The mutation operator

alters a string locally expecting a better string. Even though none of these claims are

guaranteed and/or tested while creating a string, it is expected that if bad strings are

created they will be eliminated by the reproduction operator in that next generation

and if good strings are created, they will be increasingly emphasized.

Application of these operators on the current population creates a new population.

This new population is used to generate subsequent populations and so on, yield-

ing solutions that are closer to the optimum solution. The values of the objective

function of the individuals of the new population are again determined by decoding

the strings. These values express the �tness of the solutions of the new generations.

This completes one cycle of genetic algorithm called a generation. In each genera-

tion if the solution is improved, it is stored as the best solution. This is repeated till

convergence. The �ow chart of genetic algorithm is shown as in AppendixA.1.

3.2 GAs and traditional methods

As seen from the above description of the working principles of GAs, they are rad-

ically di�erent from most of the traditional optimization methods. However, fun-

damental di�erence is described subsequently. GAs work with a string coding of

variables instead of the variables. The advantage of working with a coding of vari-

ables is that the coding discrete the search space, even though the function may be

continuous. On the other hand, since GAs require only function values at various

discrete or discontinuous function can be handled with no extra burden. This allows

GAs to be applied to a wide variety of problems. Another advantage is that the GA

operators exploit the similarities in string structures to make an e�ective search. The

most striking di�erence between GAs and many traditional optimization methods
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is that GAs work with a population of points instead of a single point. Because

there is more than one string being processed simultaneously, it is very likely that

the expected GA solution may be a global solution. Even though some traditional

algorithms are population based, like Box's evolutionary optimization and complex

search methods, those methods do not use previously obtained information e�ciently.

In GAs, previously found good information is emphasized using reproduction opera-

tor and propagated adaptively through crossover and mutation operators. Another

advantage with a population based search algorithm is that multiple optimal solu-

tions can be captured in the population easily, thereby reducing the e�ort to use the

same algorithm many times.

Genetic algorithms di�er from convectional optimization and search procedures in

several fundamental ways. It can be summarized as follows:

1. GAs work with a coding of solution set, not the solutions themselves.

2. GAs search from a population of solutions, not a single solution.

3. GAs use payo� information (�tness function), not derivatives or other auxiliary

knowledge.

4. GAs use probabilistic transition rules, not deterministic rules.

3.3 Advantages and disadvantages of GA

Advantages:

� No need for knowledge or gradient information about object or energy surface.

� Resistant to becoming trapped in local minima.

� Work well on large-scale optimization problems.
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� Discontinuities present on surface have little e�ect on optimization.

� It can be used on a wide variety of problems.

Disadvantages:

� Trouble �nding exact global minimum.

� Require a large number of energy or object function evaluations.

� Setting up con�gurations is not straightforward.

3.4 Application of GA

Nearly everyone can gain bene�ts from GAs, once he can encode solutions of a given

problem to chromosomes in GA and compare the relative performance (�tness) of

solutions. An e�ective GA representation and meaningful �tness evaluation are the

keys of the success in GA applications. . The appeal of GAs comes from thesis

simplicity and elegance as robust search algorithms as well as from their power to

discover good solutions rapidly for di�cult high-dimensional problems. GAs are

useful and e�cient when

1. The search space is large, complex or poorly understood

2. Domain knowledge is scarce or expert knowledge is di�cult to encode to narrow

the search space

3. No mathematical analysis is available

4. Traditional search methods fail



CHAPTER 3. GENETIC ALGORITHM (GA) 38

The advantage of the GA approach is the ease with which it can handle kinds of

constraints and objectives; all such things can be handled as weighted components

of the �tness function, making it easy to adapt the GA scheduler to the particular

requirements of a very wide range of possible overall objectives.

GAs have been used for problem solving and for modeling. GAs are applied to many

scienti�c, engineering problems, in business and entertainment, including:

� Optimization: GAs have been used in a wide variety of optimization tasks,

including numerical optimization, and combinatorial optimization problems

such as traveling salesman problem (TSP), circuit design [Louis 1993], job

shop scheduling [Goldstein 1991] and video & sound quality optimization.

� Automatic Programming: GAs have been used to evolve computer programs

for speci�c tasks, and to design other computational structures, for example,

cellular automata and sorting networks.

� Machine and robot learning: GAs have been used for many machine-learning

including classi�er systems or symbolic production systems, and to design and

control robots.

� Economic models: GAs have been used to model processes of innovation, the

development of bidding strategies, and the emergence of economic markets.

� Models of social system: GAs have been to study evolutionary aspects of social

systems, such as the evolution of cooperation [Chughtai 1995], the evolution of

communication, and trail-following behavior in ants.
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Mathematical Models

Mathematical models are used in design of the steam surface condenser. The �ow

chart of this design is shown in AppendixA.2.

4.1 Heat transfer

Generally in steam surface condenser, steam expands from turbine exhaust on shell

side and it condenses by cooling water in tube side. Therefore, Thermal analysis is

done on both tube side and shell side for heat transfer and its area.

According to �ow regime with low Reynolds number, the tube side heat transfer

coe�cient is computed from the following correlation,

ht =
kt
d

[
3.657 +

0.0677 (RetPrt (di/L))1.33

1 + 0.1Prt (Ret (di/L))0.3

]
(4.1)

(if Ret < 2300 [16])

According to �ow regime with transition �ow, the tube side heat transfer coe�cient

is computed from Gnielinski correlation,

htd

kt
=

(f/2) (Ret − 1000)Prt

1 + 12.7 (f/2)1/2
(
Pr

2/3
t − 1

) (4.2)

39
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(if 2300 < Ret < 10, 000 [5])

where,

f = (1.58lnRet − 3.28)−2

According to �ow regime with higher Reynolds number, the tube side heat transfer

coe�cient is computed from Petukhov and Kirillov correlation,

htd

kt
=

(f/2)RetPrt

1.07 + 12.7 (f/2)1/2
(
Pr

2/3
t − 1

) (4.3)

(for Ret > 10, 000 [5])

where,

f = (1.58lnRet − 3.28)−2

Ret is the tube side Reynolds number and given by,

Ret =
ρtvtdi
µt

(4.4)

Prt is the tube side Prandlt number and given by,

Prt =
µtcpl
kt

(4.5)

Flow velocity for tube side is found by,

vt =
mt

(π/4) d2
tρt

(
n

Nt

)
(4.6)

where, Nt is the number of tubes and n is the number of tube passes. Which can be

found approximately from the following correlation[5],

Nt = 0.875

(
CTP

CL

)
D2
s

(PR)2 d2
o

(4.7)

where, Ds is shell diameter, which would contain right number of tubes, Nt of tube

diameter do. CTP is the tube count calculation constant whose values are suggested,
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one-tube pass CTP=0.93
two-tube pass CTP=0.9
three-tube pass CTP=0.85

and, CL is the tube layout constant whose values are suggested,

CL=1.0 for 90° and 45°
CL=0.87 for 30° and 60°

Using Nusselt correlation[3], heat transfer coe�cient for a single horizontal tube with

assume laminar �lm condensation is computed from the following correlation,

hs = 0.728
kl
do

[
ρl(ρl − ρg)gifgd3

o

µl4Twkl

]0.25

(4.8)

The temperature di�erence 4Tw is given by,

4Tw = Tsat − Tw = 4T −Rtq”

where, 4T is the local temperature di�erence between the streams; and Rtis the

sum of all other resistance (based on the tube outer diameter); and q” is the local

heat �ux, which are given by,

Rt =
do
di

1

ht
+
do
di
Rfi +

tw
kw

do
Dm

+Rfo (4.9)

and

q” = Uo4T

where, Dm is approximated as:

Dm =
do − di
ln (do/di)

=
1

2
(do + di)

and tw is the wall thickness; and Uo is the overall heat transfer coe�cient based on

the tube outer diameter.
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Considering splashing e�ect on horizontal tube bundle, the average heat transfer

coe�cient of tube bundle is computed from the following Kern correlation[6],

hs,N = hsN
−1/6 (4.10)

The overall heat transfer coe�cient based on the tube outer diameter (Uo) depends

on both the shell side and tube side heat transfer coe�cients and fouling resistances

is given [5],

Uo =
1

Rt +
1

hs,N

(4.11)

Considering for a condensation, the logarithmic mean temperature di�erence (LMTD)

is computed from the following formula[17],

LMTD =
Tc,out − Tc,in

ln [(Tsat − Tc,in) / (Tsat − Tc,out)]
(4.12)

Considering overall heat transfer coe�cient, the heat exchanger surface area (A)is

computed by,

A =
Q

UFLMTD
(4.13)

where, the LMTD correction factor F is found as one for condensation and the heat

capacity ratio R is zero [5].

Correlation of the heat transfer rate is given either by condensation or by sensible

heat transfer which is computed from following formula,

Q = mshfg = mcCpc (Tc,out − Tc,in) (4.14)

where, msis the mass �ow rate of steam; and hfgis the enthalpy of vaporization

which is the di�erence between enthalpy of saturated steam (hv) and enthalpy of

water (hw). mcis the mass �ow rate of cooling water. Tco and Tciare the temperature

of cooling water at inlet and outlet respectively.
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Based on the heat exchanger surface area (A), the necessary tube length (L) is,

L =
A

πdoNt

(4.15)

4.2 Pressure drop

In the heat exchanger there is a close physical and economical a�nity between pres-

sure drop and heat transfer. This pressure drop is the static �uid pressure which

may be expanded to drive the �uid through heat exchanger. Increasing the �ow

velocity will cause a rise of heat transfer coe�cient which results in compact heat

exchanger design and lower investment cost. However increase of �ow velocity will

cause more pressure drop in exchanger which results in additional running cost. For

this reason when designing a heat exchanger pressure drop must be considered with

heat transfer.

Tube side pressure drop is computed from the following correlation[14],

4Pt =
ρtv

2
t

2

(
L

di
ft + p

)
n (4.16)

where, p is a constant and its di�erent values are considered by di�erent authors,

kern[14] assumed p = 4, while Sinnot[14] et al. assumed p = 2.5.

For steam surface condenser, only tube side is a running cost of condenser, while

shell side steam expands in a condenser from turbine exhaust directly. That's why

total pumping power is computed from tube side pressure drop only. This power is

computed by following formula,

E4P =
1

η

(
mc

ρc
4Pt

)
(4.17)

where, η is the e�ciency of pump.
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Table 4.1: Cost coe�cient of condenser
Range a b

A < 9m2 3135 0.463
9m2 < A < 90m2 1957 0.679
A > 9m2 1042 0.810

4.3 Objective function

Total cost Ctot is taken as the objective function, which includes capital cost Ccand

operating cost Co.

Ctot = Ci + Co (4.18)

The capital cost of the exchanger Ci is computed as a function of heat exchanger

surface area A using following formula[12],

Cc = aAb

where, a and b are the cost coe�cient constants. For Admiralty the value of a and

b are shown in Table4.3.

Thus,

Ci = Cc
iR (1 + iR)TL

(1 + iR)TL − 1
(4.19)

The operating cost of exchanger is computed using following formula,

Cop = TP · ec · E4P

Thus,

Co = Cop
iR (1 + iR)TL

(1 + iR)TL − 1
(4.20)

TP is the period of the time of operation per year; iR is the interest rate; ec is the

unit cost of the energy; and TL is the technical life of condenser.
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The cost of exchanger using materials other than Admiralty are computed using

proper material-cost ratio of the materials (cost of material/Cost of Admirelty) for

exchanger surface area. Such as material for SS304 the cost of the exchanger =

material − cost ratio of SS304× Ci. The current cost of the materials can be �nd

from London Metal Exchange[18].
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Results and discussion

Results and discussion has been carried out in two sections. One is rating the steam

surface condenser and other is on design and optimization of same.

5.1 Rating of steam surface condenser:

There are two separated code developed, one for rating & designing and second

for optimization. In thermal design, the heat transfer area is evaluated from the

overall heat transfer coe�cient. In the present work, the overall heat transfer is

computed using Nusselt correlation which is based on empirical correlation. The

results obtained from designing and rating code are compared with data for overall

heat transfer coe�cient obtained from Siemens Ltd. Note that, the data of overall

heat transfer coe�cient obtained from Siemens Ltd. is actually from Heat Exchanger

Institute (HEI)'s experimental data. The results are also compared with HTRI (Heat

Transfer Research Institute)'s result.

46
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Figure 5.1: Overall Heat transfer coe�cient vs velocity at tube at tube outer diameter
of 19.05 mm using Admiralty tube material where inlet cooling water at 70◦F

The speci�cation use for comparing and validating the design and rating code is as

follows.

In a steam condenser the cooling water at 21.11°C (70◦F) is enter in Admiralty metal

tube. The steam enters on shell side with mass �ow rate of 15.9612 kg/s at 0.1 bar

pressure and dryness fraction 0.98. For a given shell inner diameter, the tube outer

diameters are varied. and computed the tube side velocity. The results are compared

taking the shell outer diameter as 1905 mm, with Pitch ratio is 1.25, 90° tube layout,

and 0.899 mm tube thickness for one tube pass. Four tube outer diameters (19.05,



CHAPTER 5. RESULTS AND DISCUSSION 48

25.4, 44.45, and 50.08 mm) are considered for comparisons.

Figure 5.2: Overall Heat transfer coe�cient vs velocity at tube outer diameter of
25.4 mm using Admiralty tube material where inlet cooling water at 70◦F

The comparisons of results with HEI and HTRI are shown in Figure 5.1 to 5.4. The

HTRI result sheets for this analysis to given speci�cations are shown in Appendix

B.1 to B.4.

The results of Program for rating using Nusselt method is well match with HTRI

and the maximum deviation found within 3.31%. The results of program are match

with HEI's experimental result with maximum deviation of 11.256%, with permitted

velocity between 0.9144 m/s to 2.3 m/s. The Nusselt results have values lower than



CHAPTER 5. RESULTS AND DISCUSSION 49

the HEI's experimental values, so the heat transfer area found by Nusselt method is

always comes higher than the area found by HEI results.

Figure 5.3: Overall Heat transfer coe�cient vs velocity at tube outer diameter of
44.45 mm using Admiralty tube material where inlet cooling water at 70◦F



CHAPTER 5. RESULTS AND DISCUSSION 50

Figure 5.4: Overall Heat transfer coe�cient vs velocity at tube outer diameter of
50.08 mm using Admiralty tube material where inlet cooling water at 70◦F

5.2 Design and optimization of steam surface con-

denser

The e�ectiveness of the present approach using genetic algorithm (GA) is assessed

by analyzing three case studies as following,
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Case study 1: 18 MW Coal Based Captive Cogeneration Power Plant, Doc No: 1CYJ185288,
by Siemens Ltd, Baroda

Case study 2: 9.9 MW Bua Sommai, Suwannaphum, Doc No: 1CYJ185182
by Siemens Ltd, Baroda

Case study 3: 24 MW KPR Sugar Plant, Doc No: 1CYJ185162
by Siemens Ltd, Baroda.

The speci�cations of above three cases are given in below:

Case study 1:

The steam with mass �ow rate 16.70 kg/s having dryness fraction 0.88 from the tur-

bine is condensed in condenser at pressure 0.103 bar. The cooling water is available

at temperature of 32°C which enters in condenser inlet and comes out at temperature

of 40.01°C.

Case study 2:

The steam with 9.12 kg/s having dryness fraction 0.88 from the turbine is condensed

in condenser at pressure 0.103 bar. The cooling water is available at temperature of

32°C which enters in condenser inlet and comes out at temperature of 41.01°C.

Case study 3:

The steam with 20.641 kg having dryness fraction 0.88 from the turbine is condensed

in condenser at pressure 0.111 bar. The cooling water is available at temperature of

32°C which enters in condenser inlet and comes out at temperature of 41.56°C.
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Table 5.1: Design variables range taken from Siemens Ltd

No Variables Range

1 Shell inner diameter (mm) 4900.0-900.0
2 Tube outer diameter (mm) 24.0-19.0
3 Tube thickness (mm) 1.245-0.559
4 Tube materials Admiralty brass, Titanium, Cu-Nickel, SS304

Table 5.2: Design variables range taken from TEMA

No Variables Range

1 Shell inner diameter (mm) 4900.0-900.0
2 Tube outer diameter (mm) 63.5-6.35
3 Tube thickness (mm) 3.404-0.559
2 Tube materials Admiralty brass, Titanium, Cu-Nickel, SS304

The above case studies data are optimized design data obtained from Siemens Ltd,

Baroda. The results of in-house GA code are compared with this data. The design

is �rst optimized by considering capital cost of the condenser as an objective func-

tion and then optimized by considering total cost of the condenser as an objective

function. The design is also optimized and compared between two design variables

range, selected for comparison is shown in Table 5.1 and 5.2. Note that the �rst de-

sign variables range is taken from Siemens data while second is taken from Tubular

Exchanger Manufacturers Association (TEMA) standard.
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Table 5.3: GA Results of Case 1 comaped with Siemens Ltd. design using Siemens
design variables range

Parameters Design variables range as per Siemens Ltd.
obtained Siemens Ltd, GA solution

Doc No: Capital cost Total cost
1CYJ185288 as an objective as an objective

Ds (mm) 2500 2280.25 2886.31
do (mm) 19.05 20.80 21.46
Tube thickness (mm) 0.7 0.72 0.63
Tube material SS304 SS304 SS304
Number of Tubes 4246 3178 4783
Vt (m/s) 2.25 2.24 1.37
4pt (kPa) - 19.90 6.86
E4P (kW ) 24.54 8.46
L (mm) 5.05 6.03 4.50
U (W/m2K) - 2854.66 2465.61
A(m2) 1263 1252.82 1450.51
Ci (Rs/yr) 1,91,507 1,90,256 2,14,229
Co (Rs/yr) - - 8,57,962
Ctotal(Rs/yr) 1,91,507 1,90,256 10,72,191

Following points are taken care while optimizing condenser with design data taken

from Siemens Ltd.

� There are 35 choices of shell inner diameter data from the set (i.e. 900, 950,

1000, 1050, 1100, 1150, 1200, 1250, 1300, 1350, 1400, 1450, 1500, 1550, 1600,

1700, 1800, 1900, 2000, 2100, 2200, 2300, 2400, 2500, 2700, 2900, 3100, 3300,

3500, 3700, 3900, 4100, 4300, 4500, and 4700 mm).

� There are 3 choices of tube outer diameter data from the set (i.e. 19.05, 21

and 23 mm)

� There are 4 choices of tube outer thickness data from the set (i.e. 0.559, 0.711,

0.889, 1.245 mm)
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Table 5.4: GA Results of Di�erent variables range for Case 1

Parameters obtained Capital cost as an objective Total cost as an objective
using Variables Variables Variables Variables
GA used as per used as per used as per used as per

Siemens TEMA Siemens TEMA
range range range range

Ds (mm) 2280.25 2647.80 2886.31 3077.91
do (mm) 20.80 20.32 21.46 35.23
Tube thickness (mm) 0.72 1.23 0.63 2.00
Tube material SS304 SS304 SS304 SS304
Number of Tubes 3178 4493 4783 2019
Vt (m/s) 2.24 1.66 1.37 1.20
4pt (kPa) 19.90 11.20 6.86 5.69
E4P (kW ) 24.54 12.27 8.46 6.24
L (mm) 6.03 5.63 4.50 9.37
U (W/m2K) 2854.66 2381.54 2465.61 1837.48
A(m2) 1252.82 1615.23 1450.51 2093.48
Ci (Rs/yr) 1,90,256 2,33,732 2,14,229 2,88,372
Co (Rs/yr) - - 8,57,962 6,32,469
Ctotal(Rs/yr) 1,90,256 2,33,732 10,72,191 9,20,840

� There are 4 choices of tube materials can be use (i.e. Admiralty, SS304, Tita-

nium, and Cu-Nickel).

Based on this choice of design variables, the total number of design combinations

available are 35× 3× 4× 4 = 1680.

Same way, the following points are taken care while optimizing condenser with design

data taken from TEMA standard.

� There are 35 choices of shell inner diameter data from the set as per Siemens

design variable range (same as Siemens range).

� There are 11 choices of tube outer diameter data from the set (i.e. 6.350, 9.525,

12.70, 15.875, 19.05, 22.225, 25.400, 31.750, 38.100, 50.8, and 63.5 mm).
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� There are 9 choices of tube outer thickness data from the set (i.e. 0.559, 0.711,

0.889, 1.245, 1.651, 2.108, 2.769, 3.048, and 3.404 mm).

� There are 4 choices of tube materials can be use as per Siemens design variable

range (i.e. same as Siemens range).

Based on this choice of design variables, the total number of design combinations

available are 35×11×9×4 = 13, 860, this means that if an exhaustive search is to be

performed it will take at the maximum 13,860 function evaluations before arriving

at global minimum cost of surface condenser. Therefore, strategy which takes few

function evolutions using GA is the best one.

Figure 5.5: The Comparison of capital cost for Case 1



CHAPTER 5. RESULTS AND DISCUSSION 56

Considering the cost of condenser as the objective function, GA technique is applied

to �nd the optimum heat transfer area and/or within optimum pumping power for

a given heat duty of the surface condenser to select these design variables as an

optimum solution.

Figure 5.6: The Comparison of Total cost for Case 1
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GA procedure selects design parameters randomly. After that, it generates initial

population and evaluates each of them. Velocity and Pressure drop are estimated

and calculated the tube length and if it is within the acceptable constrains, the �nal

design occurs. This procedure goes on until optimum solution is found within all

constrain.

Table 5.5: GA Results of Case 2 comaped with Siemens Ltd. design using Siemens
design variables range

Parameters Design variables range as per Siemens Ltd.
obtained Siemens Ltd, GA solution

Doc no: Capital cost Total cost
1CYJ185182 as an objective as an objective

Ds (mm) 2100 1900.98 2131.67
do (mm) 19 20.47 20.54
Tube thickness (mm) 0.7 0.60 0.57
Tube material SS304 SS304 SS304
Number of Tubes 2458 2282 2850
Vt (m/s) 1.95 1.53 1.21
4pt (kPa) - 9.18 5.55
E4P (kW ) - 5.50 3.32
L (mm) 5.5 5.28 3.32
U (W/m2K) - 2709.12 2492.70
A(m2) 801 775.43 842.75
Ci (Rs/yr) 1,32,431 1,28,996 1,37,996
Co (Rs/yr) - - 3,36,548
Ctotal(Rs/yr) 1,32,431 1,28,996 4,74,544

For optimization of the above cases, the following values are considered in designed

C program along with GA.

For Thermal design,
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Cleanliness factor 0.85
Pump e�ciency 0.85
Number of tube pass 2
Tube layout angle 30°
Pitch ratio 1.85-2.2

Table 5.6: GA Results for di�erent variables range for Case 2

Parameters obtained Capital cost as an objective Total cost as an objective
using Variables Variables Variables Variables
GA used as per used as per used as per used as per

Siemens TEMA Siemens TEMA
range range range range

Ds (mm) 1900.98 2026.10 2131.67 2147.31
do (mm) 20.47 8.36 20.54 24.12
Tube thickness (mm) 0.60 0.65 0.57 0.71
Tube material SS304 SS304 SS304 SS304
Number of Tubes 2282 15531 2850 2098
Vt (m/s) 1.53 1.68 1.21 1.20
4pt (kPa) 9.18 11.12 5.55 5.46
E4P (kW ) 5.50 6.66 3.32 3.27
L (mm) 5.28 1.68 3.32 5.55
U (W/m2K) 2709.12 3070.18 2492.70 2383.23
A(m2) 775.43 684.24 842.75 881.46
Ci (Rs/yr) 1,28,996 1,16,564 1,37,996 1,43,108
Co (Rs/yr) - - 3,36,548 3,31,172
Ctotal(Rs/yr) 1,28,996 1,16,564 4,74,544 4,74,280

For Economic calculation,

Operating Time (hour/yr) 8000
Electric cost (Rs/kWh) 5
Technical life of condenser (yr) 10
Interest rate (%) 20
Material cost ratio for Admirelty brass 1
Material cost ratio for SS304 0.05359
Material cost ratio for Titanium 3.1140
Material cost ratio for Cu-Nickel 1.40394
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For GA operators,

Population size/iteration 40
substring length of each variable 10
Crossover probability 0.9
Mutation Probability 0.04
Crossover type One site

Figure 5.7: The Comparison of Capital cost for Case 2

The Constrains are:

Pressure drop (kPA) 50
Tube side velocity (m/s) 1.2 < v < 2.3
Tube length (m) L < 3.5×Ds, L > 1.5m
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These parameters are considered in all above cases to �nd optimum solution.

Results and discussion of case studies:

In case 1, the results of GA using design variables in Siemens range as in table 5.1

is well compared to the results of Siemens Ltd. If only capital cost of the condenser

is considered, the heat transfer area as per Siemens design is 0.80% higher than the

present work and hence the capital cost found in present work is 0.65% less than of

Siemens data.

Figure 5.8: The Comparison of Total cost for Case 2



CHAPTER 5. RESULTS AND DISCUSSION 61

Table 5.7: GA Results of Case 3 comaped with Siemens Ltd. design using Siemens
design variable range

Parameters Design variables range as per Siemens Ltd.
obtained Siemens Ltd, GA solution

Doc No: Capital cost Total cost
1CYJ185162 as an objective as an objective

Ds (mm) 2300 2389.74 2878.49
do (mm) 23 20.47 23.83
Tube thickness (mm) 0.7 0.64 0.67
Tube material SS304 SS304 SS304
Number of Tubes 3136 3606 3861
Vt (m/s) 2.22 2.08 1.41
4pt (kPa) - 17.72 7.64
E4P (kW ) 27.06 9.75
L (mm) 7.0 6.34 5.88
U (W/m2K) - 2842.08 2459.90
A(m2) 1572 1470.43 1698.88
Ci (Rs/yr) 2,28,652 2,16,610 2,43,490
Co (Rs/yr) - - 9,88,173
Ctotal(Rs/yr) 2,28,652 2,16,610 12,31,663

If the total cost (capital cost + operating cost) is considered as an objective function

for Siemens design variables range, the heat transfer area is increased by 13.63% and

pumping power is reduced by 65.53%. From results, If condenser runs for 10 years,

the cost of pumping power would rich too much high than capital cost. This running

cost also the a�ects optimum design variables.

The results of GA using TEMA design range as shown in Table 5.2 is also well

compared to the Siemens design range. If the capital cost is considered as an objective

function, the optimized heat transfer area and capital cost in case 1 with TEMA

design range is 22.44% and 18.60% higher than the Siemens design variables range

respectively.
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Table 5.8: GA Results of Di�erent variables range for Case 3

Parameters obtained Capital cost as an objective Total cost as an objective
using Variables Variables Variables Variables
GA used as per used as per used as per used as per

Siemens TEMA Siemens TEMA
range range range range

Ds (mm) 2389.74 2925.42 2878.49 3183.48
do (mm) 20.47 35.29 23.83 38.86
Tube thickness (mm) 0.64 0.60 0.67 1.98
Tube material SS304 SS304 SS304 SS304
Number of Tubes 3606 1818 3861 1775
Vt (m/s) 2.08 1.31 1.41 1.28
4pt (kPa) 17.72 6.39 7.64 6.31
E4P (kW ) 27.06 8.14 9.75 8.05
L (mm) 6.34 8.88 5.88 10.43
U (W/m2K) 2842.08 2336.21 2459.90 1849.53
A(m2) 1470.43 1788.83 1698.88 2259.53
Ci (Rs/yr) 2,16,610 2,53,880 2,43,490 3,06,763
Co (Rs/yr) - - 9,88,173 8,16,156
Ctotal(Rs/yr) 2,16,610 2,53,880 12,31,663 11,22,920

Similarly, while total cost of condenser is selected as an objective function, it is found

that with TEMA design variable range, the heat transfer area is 30.72% and capital

cost is 25.71% higher than Siemens design variables range. At a same time, it is also

found that operating cost of condenser and hence the total cost reduces by 26.28%

and 14.12% respectively. From above study, it is also concluded that the optimized

result becomes better by increasing the search space for design variable using total

cost as an objective function. These results are available in Table 5.4.

The results of comparison graph of Case 1 for capital cost based on capital cost as

an objective function are shown in Figure 5.5. The results of comparison graph of

Case 1 for total cost based on total cost as an objective function are shown in Figure

5.6.
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Figure 5.9: The Comparison of Capital cost for Case 3

The results of Case 2 are shown in Table 5.5 and 5.6. The results of comparison

graphs of Case 2 for capital cost and total cost based on capital cost as an objective

function are shown in Figure 5.7 and 5.8 respectively. The same way results of Case

3 are shown in Table 5.7 and 5.8 and the results of comparison graphs of Case 3 for

capital cost and total cost based on capital cost as an objective function are shown

in Figure 5.9 and 5.10 respectively.
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Figure 5.10: The Comparison of Total cost for Case 3



Chapter 6

Conclusion and Future
Recommendation

Conclusion

Following conclusion has been made from the present work.

1. The design and rating of shell-and-tube surface condenser has been developed

and the result obtained from the same has been compared with the result of

HTRI software. It is found that the percentage di�erence in the results of

overall heat transfer coe�cient between present work and HTRI software is

within 3.31%.

2. The results of present work are also compared with HEI's experimental results

for overall heat transfer coe�cient. It is found that the results for overall heat

transfer coe�cient are in well agreement with HEI's experimental results when

tubeside velocity is less than to 2.3 m/s. The percentage deviation found is

11.256% however at high tubeside velocity the deviation increases.

3. Genetic algorithm is successfully implemented to cost optimize the surface

condenser design based on heat transfer area and/or with pumping power using

65



CHAPTER 6. CONCLUSION AND FUTURE RECOMMENDATION 66

various design variables such as shell inner diameter, tube outer diameter, tube

thickness and tube material.

4. The optimization of steam surface condenser using GA has been carried be-

tween two objective functions, one for capital cost and second for total cost.

Three di�erent case studies for optimization have been carried using GA. It is

found that in these cases, the operating cost was quite higher than the capital

cost for steam surface condenser. Therefore, the optimization based on total

cost is more reliable than capital cost.

5. It is also found that from the certain cases where total cost as an objective

function, the total cost was quite less for TEMA design variables range for

dimension which one has widen range than Siemens design variable range.

Therefore, it is concluded that by increasing the dimension range of design

variables using total cost as an objective function the e�ciency of GA for

optimization is improves.

Future recommendation

From the present work, following recommendation has been made.

1. In present code for design and rating only Nusselt correlation implemented to

calculate the heat transfer coe�cient on shell side . It recommended that more

advance correlation can be implemented.

2. The present work only concentrate on GA as an optimization technique. How-

ever, this same can be compared with other optimization technique for better

results.

3. In the present work only four design variables i.e. shell internal diameter,

tube outer diameter, tube thickness, and tube material are considered. It
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is recommended that apart from these four design variables the other design

variables like i.e. number of tube pass, tube pitch and tube layout angle can

also be considered.
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Appendix A

Flow Charts of Program Code

Figure A.1: Flow chart of Genetic Algorithm
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Figure A.2: Flow chart of surface condenser design



Appendix B

HTRI Software Results

Figure B.1: HTRI result sheet at inner tube diameter of 19.05 mmusing Admiralty
tube material where inlet cooling water at 70◦F
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Figure B.2: HTRI result sheet at inner tube diameter of 25.4 mmusing Admiralty
tube material where inlet cooling water at 70◦F
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Figure B.3: HTRI result sheet at inner tube diameter of 44.45 mmusing Admiralty
tube material where inlet cooling water at 70◦F
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Figure B.4: HTRI result sheet at inner tube diameter of 50.08 mmusing Admiralty
tube material where inlet cooling water at 70◦F
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