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Abstract

Efficiency of any adhoc network also depends on the management of its moving nodes.

The basic idea for topology management is to elect the leader and all the moving

nodes’ information collected by it. This is basically referred as clustering in adhoc

network. Also self organized and distributed approach is applicable for this. A highly

dynamic topology is a distinguishing feature and challenge of a mobile ad hoc net-

work. Links between nodes are created and broken, as the nodes move within the

network. This node mobility affects not only the source and/or destination, as in

a conventional wireless network, but also intermediate nodes, due to the networks’

multihop nature. The resulting routes can be extremely volatile, making successful

ad hoc routing dependent on efficiently reacting to these topology changes. In order

to better understand this environment, a number of characteristics have been studied

concerning the links and routes that make up an ad hoc network. Several network

parameters are examined, including number of nodes, network dimensions, and ra-

dio transmission range, as well as mobility parameters for maximum speed and wait

times. Here different clustering techniques are reviewed and summarized to manage

the topology of the network which I have proposed as an enhancement to the highest

degree clustering scheme which provides load balancing in the network by managing

the history about how many times each node has served as cluster head in the net-

work. To manage and update the topology, Cluster structure is updated after fixed

interval of time. Simulations are carried out using network simulator GLOMOSIM.
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Chapter 1

Introduction

1.1 General

The topology of an ad hoc network using clustering plays a key role in the perfor-

mance of control algorithms in the network. In many cases, not all network links

are needed for communication purposes. Weeding out redundant and unnecessary

topology information, usually referred to as topology management, can significantly

improve the performance of ad hoc networks and sustain network operations over ex-

tended period of time. Topology management has been effectively applied in ad hoc

networks to supplement routing control protocols and to schedule efficient channel

access to propagate broadcast data.

Ad hoc formation of groups of nodes is necessary in the areas of military bat-

tlefield networks, sensor networks. These clusters must be formed rapidly and must

scale in size while minimizing non-mission-critical messaging overhead. Each cluster

has a node that behaves as a cluster head and is the primary point of communication

with nodes in other clusters. Cluster heads therefore have the responsibility of rout-

ing messages with other cluster heads. The configuration must be stable but it must

be able to rapidly reconfigure when the topology changes significantly. For example,

1



CHAPTER 1. INTRODUCTION 2

when groups of nodes join or leave, or when the network is partitioned. There should

be proper balance between the number of clusters and the size of each cluster. If there

are too many clusters, then the routing overhead will be high. But if there are very

large clusters, then the messaging overhead for cluster maintenance is likely to be high.

This report contains a general overview of wireless Mobile adhoc network tech-

nology, survey of different clustering techniques for ad hoc network, advantages and

disadvantages of these techniques, proposed algorithm and description of the simula-

tor used to gather the results.

1.2 Motivation of the work

Ad hoc Network has it’s own challenging properties like limited battery power, dy-

namic topology, fast topology changes and all. There are many proactive routing

protocols which dynamically finds the routes which may help to survive in dynamic

environment. If the structure of the network is maintained in synchronization with the

changes in it’s topology, then it can be useful for the routing, broadcasting,throughput

and delay faced in routing and load balancing in the Ad hoc network. Clustering is

useful to maintain the topology of the network where the connections of the network

are reduced by selecting proper nodes from the network which connects remaining

nodes with it and thus provides the complete connectivity of the network and does

the topology management.
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1.3 Objective of the work

To develop an efficient cluster based and hierarchical Topology Management algorithm

considering address of the nodes and the connectivity of each node which balances

the load into the network by providing equal priority to each node to serve as cluster

head in the network. This may help in saving the energy and using the energy of

node equally in the management of the network.

1.4 Thesis Organization

The rest of the thesis is organized as follows:

Chapter 2, Literature Survey, The chapter describes existing clustering techniques,its

advantage and limitations,the parameters selected to form the algorithm and

performance of algorithm.

Chapter 3, Simulator Study, focuses on basics of network simulators and choosing

the simulator for the implementation.

chapter 4, Implementation of Lowest ID and MaxDegree, The chapter gives de-

scription of the implementation and procedures generated of Lowest ID and

Max Degree algorithm and also describes the data structures used for it.

chapter 5, Analysis of Results and Proposed Approach, The chapter analyzes the

results of the Lowest ID and MaxDegree algorithm and gives the description of

the newly proposed approach and results of new approach is also described.

chapter 6,Conclusions and Future Work, Concluding remarks and future work is

presented.



Chapter 2

Literature Survey

Ad hoc networks are multi hop wireless networks where nodes may be mobile. These

networks are used in situations where temporary network connectivity is needed such

as in disaster relief or battle site networks. Also it can be useful in civilian environment

like conference venues, meeting rooms, boats and small aircrafts etc.

2.1 Introduction

2.1.1 What is topology management?

Topology of an ad hoc network plays a key role in the performance of the control

algorithms used for routing, transmission, broadcasting etc. Several links are needed

for establishing efficient sharing of data packets and weeding out unnecessary and

redundant topology information is called Topology Management.

2.1.2 How is network managed in LAN?

Simple Network Management Protocol [11] is the most widely deployed management

protocol standard on the Internet. It has a simple API (Application Programming In-

terface) and it runs over the Transmission Control Protocol (TCP)/IP protocol stack.

4



CHAPTER 2. LITERATURE SURVEY 5

The bulk of network management functions involve gathering information from

network elements. In SNMP, this information is represented in a structured manner

in the Management Information Base (MIB). Every node in the network maintains

an MIB that can have information about its current configuration, operation statis-

tics, and parameters to control its functioning. Objects in the MIB are divided into

several groups. Each group identifies a specific class of objects or variables that can

be accessed by the management station. For example, the interface group contains

statistics and configuration information about the physical interface of the entity.

Objects in the MIB are defined using the Basic Encoding Rules (BER)associated

with ASN.1.

In a typical setup, a node is assigned the responsibility to manage a subnetwork

or a set of agents. This node, called the manager node, polls its agents by sending

SNMP Protocol Data Units (PDU). The management station can issue three types

of PDU: GetRequest, GetNextRequest, and SetRequest. The agent responds to these

messages with GetResponse PDU only if it is successful in executing the request. For

the GetRequests, the agent sends back the requested value in the response PDU. For

SetRequest, the agent sends back the new value of the target object in the set PDU.

Agents can also send an unsolicited trap PDU to the management station that in-

forms about the occurrence of an exceptional condition. Since SNMP uses User Data

gram Protocol (UDP) as the underlying communication protocol, each PDU sent is

treated as an independent request.

In a decentralized management architecture, SNMP provides some facilities for

communication between managers. It defines another PDU called InformRequest for

manager- to- manager (M2M) communication. The receiving entity responds with a

GetResponse PDU. SNMP has also defined an M2M MIB to configure SNMP entities

acting in the manager’s role.
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2.1.3 Why is network management different in adhoc net-

work?

Adhoc networks are different than conventional networks due to the following prop-

erties.

• Autonomous:

No centralized administration entity is available to manage the operation of the

different mobile nodes.

• Dynamic topology:

Nodes are mobile and can be connected dynamically in an arbitrary manner.

Links of the network vary timely and are based on the proximity of one node

to another node.

• Device discovery:

Bandwidth optimization- Wireless links have significantly lower capacity than

the wired links. Identifying relevant newly moved in nodes and informing about

their existence need dynamic update to facilitate automatic optimal route se-

lection.

• Limited resources:

Mobile nodes rely on battery power, which is a scarce resource. Also storage

capacity and power are severely limited.

• Scalability:

Scalability can be broadly defined as whether the network is able to provide an

acceptable level of service even in the presence of a large number of nodes.

• Infrastructure-less and self operated:

Self healing feature demands MANET should realign itself to blanket any node

moving out of its range.
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• Poor Transmission Quality:

This is an inherent problem of wireless communication caused by several error

sources that result in degradation of the received signal.

• Topology maintenance:

Updating information of dynamic links among nodes in MANETs is a major

challenge.

2.2 Clustering in Ad hoc Network

2.2.1 What is Clustering?

Clustering is the method which divides the network into separate or overlapping zones.

Clustering selects a set of nodes from the whole network such that from these nodes

any of the node of the network is reachable and it does not require to maintain all

the links between all the nodes in the network.

The selected subset of the nodes lead to all the other nodes in the network. These

leading nodes are called Cluster head. The cluster heads are either directly connected

or connected via any other node. These intermediate nodes are called Gateways.

Clustering is useful and provides following advantages.

• There is a back bone created considering only special nodes like cluster heads

and gateways. So it requires less no of connections to be maintained.

• If cluster based routing is implemented then only cluster heads have to maintain

route information.

• Mobility of node affects only when the movement of node is inter cluster.
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2.2.2 Node Role

There are different node roles assigned to each node while running the clustering

algorithm and according to the node role node may contribute in the management of

the network.

• Cluster Head They are the nodes selected by different clustering techniques

to lead the network to create a back bone.This node serves as the head to the

subset of ordinary nodes.

• Gate Ways These are some of the ordinary nodes which are connected to

more than one clusters. Thus they connect two clusters and also contribute in

creation of the back bone of network.

• Ordinary node The nodes which are connected directly or by k -hop to any

of the cluster head in the network are called ordinary nodes.

Figure 2.1 illustrates node role and cluster formation in the network.

Figure 2.1: Cluster formation and node role
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2.3 Survey of Clustering Techniques

There are different clustering algorithms already implemented which considers differ-

ent parameters. This section describes working of some basic clustering algorithm

and the performance evaluation of it.

2.3.1 Lowest - ID Technique

This is the simplest heuristic technique depended on the ID given to the node of the

network. In this algorithm each node has the list of its direct neighbor. Then every

node compares its own ID with ID of its neighbors. The node having the Lowest ID

becomes the cluster head in the network. The method applied to find out the special

nodes is simple but it has some drawbacks. If a node has lowest ID but the highest

mobility in the network then it will not provide efficient balancing in the network.

Also it should be considered that the node having Lowest ID moves anywhere in

the network It would always be selected as cluster head. So as the cluster head plays

the special role in the network it may have more packet reception and delivery work

to do. So in the Lowest ID, load balancing is not done due to bias ness of the node

having lowest ID.

In LIDAR [1] , authors have proposed an improved lowest ID clustering where

they are basically considering the energy and mobility of the node as the parameter.

According to these parameters weight is assigned to each node. Now, the ID of the

nodes are reassigned such that the node having the highest weight value is assigned

lowest ID. Reassigning is limited to each cluster. Thus this method secures the

biasness of lowest ID node and also provides load balancing.
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2.3.2 Max Degree Heuristic and K - CONID

The heuristic is the same as lowest ID but here it is considered that the higher connec-

tivity provides efficient network connectivity. So while electing the cluster heads the

parameter considered is the connectivity of each node i.e. degree of each node. Node

knows the degree of itself and also the degree of its neighbors. Then the comparison

is done between the node connectivity values gathered. The node having the highest

connectivity becomes the cluster head and other work as ordinary nodes. Max Degree

Provides less clusters compared to lowest ID but there may be ties between nodes

who have the same degree, to become cluster heads.

K-CONID [2] has merged two concepts of lowest ID and maximum connectivity

of node. In this a pair of ID and degree did=(d,id)is assigned to each node. First

the degree value (d) of the pair is compared if any tie occurs then the node having

lowest ID is selected as cluster head. This method is extended to k hop neighbor. The

efficiency is tested by calculating the ratios of cluster head nodes to border nodes.

2.3.3 Max - Min D Hop clustering

The algorithm, Max-Min D -Cluster Formationin Wireless Ad Hoc Networks[3] elects

the cluster head by considering the nodes which are at most d hop away from itself.

Thus it may help to reduce the number of clusters in the network. Algorithm runs

for 2d rounds and data structures used are simple i.e. two array WINNER(winning

node ID of particular round) and SENDER(node which has sent the winning ID for

particular round) at each node of size 2d.

Algorithm runs in four phases. First, the larger node ID is propagated through

network in flood Max phase. Second, Lower Id is propagated in flood min. Third,

Cluster head selection is done. Fourth back bone is created by linking the clusters.
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Cluster head(CH) is decided if node gets its own ID back after 2d rounds of flood-

ing. If this does not happen then node checks for the Node Pair(A node ID which at

least occurs as WINNER in both 1st and 2nd round of flooding.). If any node pair

does not exists then the node having maximum ID in the 1st d round of flooding is

selected as cluster head. For the selection of gateways node checks that itself and its

neighbors’ cluster head are same or different? If they are same then node is not a

gateway but if they are different then node becomes gateway.

Thus the algorithm provides less clusters and good cluster formation but it re-

quires much flooding of messages in the network which may lead to congestion. The

special nodes are selected as the local parameter node ID. if the mobility is also con-

sidered then the algorithm may give more efficient results.

In a Novel k-Hop Compound Metric Based Clustering Scheme for Ad Hoc Wireless

Networks [4], authors have proposed Max- Min based compound metric algorithm for

clustering. They have considered the highest connectivity, Node mobility and node

ID to select the cluster heads. Thus this heuristic provides small overhead , fast

convergence speed and good scalability for large scale networks.

2.3.4 DCA and DMAC

DCA and DMAC[8]are two distributed clustering algorithms based on weight assigned

to each node and the mobility parameter considered. DCA is basically suitable for

the network whose nodes move ”slowly” or do not moves. But DMAC algorithm

adapts to the changes in the network due to node mobility.

In DCA it is assumed that each node knows it’s own ID , neighbor’s ID and its

weight which is any real number ≥ 0.The node having highest weight in its one hop

neighbors declares its node role as cluster head.
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DMAC[8] adapts to the changes in the topology of the network due to mobility

of the nodes. The cluster head selection process is same as DCA but DMAC is event

driven which means it send two messages : i) send JOIN message when a node joins

to any cluster and ii) Sends CH message when a node selects it’s role as cluster

head. The algorithm runs five procedures : Init , Link failure procedure, New Link

procedure, The procedure done when receiving CH message and the procedure done

when receiving JOIN message. One major advantage of this algorithm is that it allows

mobility of nodes during cluster setup phase also. This is done by allowing nodes to

react to the reception of packets from the other nodes and also to the link failure of

a link with the other node.

2.3.5 WCA and iWCA

A Weight based clustering algorithm [5] is a clustering scheme which takes ideal de-

gree , transmission power , mobility and battery power of a node into consideration

for making clusters. It may also be called as combined metric based clustering as it

considers more than one parameters into account. The algorithm takes degree differ-

ence with predefined ideal degree which provides load balancing. The total distance

taken as a parameter provides energy aspect to the algorithm. Mobility serves to

make algorithm synchronized with the mobility of nodes of network and also they

consider the time a node had served as cluster head into network. Thus all the chal-

lenging parameters of mobile Ad hoc network are taken into consideration to form

the clusters and maintain them So the algorithm performs better than all other algo-

rithms described.

As there is a disadvantage with the WCA that the high mobility leads to high

reaffiliation So, In iWCA [6], authors have proposed an improved WCA clustering

scheme which maintains the clusters by considering two aspects. They reaffiliate the
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clusters when either an ordinary node moves out of the current cluster heads or the

cluster head runs out of battery power. This improves the stability of the network

and also decreases the reaffiliation in the network.

2.3.6 Dominating Set based clustering

Dominating Set Theory of graphs are mainly used for the formation of clusters as

it provides distributed aspect to find out leading nodes and maintaining complete

connectivity in the network and also reduces the required links to manage.

In this method the network is treated as a graph G=(V,E)where V is the set of

all nodes in the network and E is the set of edges of network.

• Dominating set: The subset(S) of nodes (G) such that each node of network

(or graph G)is reachable from any of the node of subset (S).There may be

more than one dominating set of any graph G. Among them the dominating set

having less number of members is called Minimal Dominating set. If the nodes

of the dominating set are connected directly then the set is called Connected

Dominating Set. If no two vertices of the dominating set are adjacent to each

other then the set is called Independent Dominating Set[7].

In a Dominating Set Based Clustering Algorithm for Mobile Ad hoc Networks

[7], authors have proposed a connected dominating set based clustering algorithm in

which they do coloring of nodes as part of formation of clusters. Algorithm colors

the node as white if the node is not in the dominating set, Black if the node is in the

dominating set and Gray shows that still node does not have decided to be either in

the dominating set or not.
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2.4 Observation

As the survey of different algorithms is done, all clustering algorithm mainly try to

divide the network in such a way that maximum connectivity can be achieved in the

presence of mobility of the node by handling the battery and energy constraints of

the nodes of the network. The algorithms mainly have two major parts.

• Cluster formation: Generally using graph theoretic approach of dominating

sets[7] and spanning trees[9] to finding out the leading nodes in the network.

• Cluster Maintenance: This process is used to either periodically or on demand

reform and select the cluster heads in the network.

The other main aspect to observe performance of any algorithm is the parameters

used to form the clusters. Resulting clusters may be overlapping or non overlapping

as per the methods used to form the cluster. Table 2.1 describes the summary of the

techniques and parameter wise Classification of the clustering schemes.
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Dominating set • Independent DS

• Connected DS

• Weakly Connected DS

Hop count • 1-hop .(Can save energy but creates more clusters)

• Multi hop.(Energy aware)

Node role • Cluster head based .

• Fully distributed.(but requires generally more
rounds for clustering.)

Energy aware • Mostly uses DS.

• Load balancing.

• Also have hop restrictions.

• Can be implemented with some counter which
builds restrictions for working time of a CH.

Mobility Control

Have some Equations to find the mobility of nodes &
based on that Clusters are formed. Generally node with
lowest speed of mobility is selected as CH in the nbrs.

Passive clustering

Does not need any extra control messages for the cluster
formation & maintanence.

Combined Metric based
clustering

More than one factors like energy & mobility & all that
are considered for the cluster formation. Which are go-
ing to be formed into an equation & which helps to do
clustering.

No. of round for clustering

Related to the fact that how many constant or dynamic
round are required for the cluster formation . Which
is related to the important assumption of stability of
node while cluster forming If rounds are more then the
time required for the stability increases which does not
provides good result.

Table 2.1: Observation done for different clustering techniques



Chapter 3

Simulator Study

Because of the complex nature of the MANETs, their simulation is a very challenging

issue[13][16]. Simulators rely on various techniques for improving their accuracy,

speed, scalability, usability, etc. This section gives an overview of some well known

network simulators.

3.1 Network Simulators

3.1.1 NS-2

NS simulator is based on two languages: an object oriented simulator, written in

C++, and a OTcl(an object oriented extension of Tcl) interpreter, used to execute

users command scripts. NS has a rich library of network and protocol objects. There

are 2 class hierarchies: the compiled c++ hierarchy and the interpreted OTcl one,

with one to one correspondence between them.

The OTcl script is provided by the user and we can define a particular network

topology, the specific protocols and applications that we wish to simulate and the

form of the output that we wish to obtain from the simulator. The OTcl can make

use of the objects compiled in C++ through an OTcl linkage that creates a matching

16
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of OTcl object for each of the C++.

NS makes use of flat earth model in which it assumes that the environment is flat

without any elevations or depressions. However the real world does have geographical

features like valleys and mountains. To run simulations involves the laborious process

of learning a scripting language, followed by having to understand in detail the inner

working of NS[13][16].

3.1.2 Omnet++

Omnet++ is an object-oriented modular discrete event network simulation frame-

work. It has a generic architecture, so it can be (and has been) used in various

problem domains like modeling of wired and wireless communication networks and

protocol modeling. OMNeT++ itself is not a simulator of anything concrete, but

it rather provides infrastructure and tools for writing simulations. One of the fun-

damental ingredients of this infrastructure is component architecture for simulation

models. Models are assembled from reusable components termed as modules. Well-

written modules are truly reusable OMNeT++ runs on Linux, Mac OS, and other

Unix-like systems and on Windows (XP, Win2K, Vista, 7)[13][16].

3.1.3 Opnet

Opnet is the simulator specialized for network research and development. It allows

us to design and study communication networks, devices, protocols, and applications

with great flexibility. It provides a graphical editor interface to build models for var-

ious network entities from physical layer modulator to application processes. All the

components are modeled in an object-oriented approach which gives intuitive easy

mapping to real systems. It gives a flexible platform to test new ideas and solutions

with low cost[13][16].
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The disadvantage of using OPNET is that the simulation requires a lot of pro-

cessing power and can be very time consuming particularly for network with a large

number of transmitter and receivers.

3.1.4 QualNet

QualNet is the first commercial simulator in this comparison. It is based on Glo-

MoSim developed at the University of California, Los Angeles (UCLA). GloMoSim

uses the Parallel Simulation Enviroment for Complex Systems (PARSEC) for basic

operations. QualNet also has a graphical user interface for creating the model and its

specification. So it is by far easier to specify small to medium networks by using the

GUI compared to specifying all connections in a special model file manually[13][16].

QualNet is a network simulator targeting at wireless solutions, however it also has

support for wired networks. Its environment and library is very sophisticated, which

makes it very easy to simulate a real network with QualNet. This however makes the

simulation of logical networks a little bit more difficult, but it is possible as well.

Since it uses primarily Java for the GUI it is available for Linux as well as for

Windows. The simulator itself is for the specified target system optimized C program.



CHAPTER 3. SIMULATOR STUDY 19

3.2 Global Mobile Information System Simulator

(GloMoSim)

3.2.1 What is Glomosim?

Glomosim is a library-based sequential and parallel simulator for wireless networks.

This has been developed using PARSEC, a C-based parallel simulation language.

Glomosim can be modified to add new protocols and applications to the library[17].

GloMoSim is the Global Mobile Information Systems Simulation Library from UCLA.

GloMoSim currently supports protocols for a wired, purely wireless network and hy-

brid network with both wired and wireless capabilities. It uses a parallel discrete

event simulation capability provided by parsec. It simulates networks with up to

thousand nodes linked by a heterogeneous communications capability.

The node aggregation technique is used in Glomosim to give significant benefits to

the simulation performance[17]. Initializing each node as a separate entity inherently

limits the scalability because the memory requirements increase dramatically for a

model with large number of nodes. With node aggregation, a single entity can simu-

late several network nodes in the system. This technique implies that the number of

nodes in the system can be increased while maintaining the same number of entities

in the simulation.

Glomosim uses PARSEC which is a Parallel Simulation Environment for Complex

systems. It is a C-based discrete-event simulation language. It adopts the process

interaction approach to discrete-event simulation. PARSEC has the ability to exe-

cute a discrete-event simulation model using several different asynchronous parallel

simulation protocols on a variety of parallel architectures. PARSEC is designed to

cleanly separate the description of a simulation model from the underlying simula-

tion protocol, sequential or parallel, used to execute it. It provides powerful message
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receiving constructs that result in shorter and more natural simulation programs[17].

There are some advantages of glomosim which makes it to be used rather than

any other network simulators[17][18].

• Scalable simulation environment

• Supports Wired & Wireless network

• Layered approach

• Standard APIs

• Parallel discrete-event simulation

3.2.2 Glomosim Model

The following table lists the Glomosim models currently available at each of the major

layers:

Layer: Models:
Physical (Radio propagation)Free space, Rayleigh, Ricean
Data Link (MAC)CSMA, MACA, MACAW, FAMA, 802.11
Network AODV, Bellman-Ford, OSPF, DSR, WRP
Transport TCP, UDP
Application Telnet, FTP

Table 3.1: Models in Glomosim Library

3.2.3 Structure of Glomosim

How the structure of glomosim is organized is described below[12].

• /doc Contains the documentation.

• /scenarios Contains directories of various sample configuration topologies.
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• /main Contains the basic framework for GloMosim.

• /bin Contains the executables and the input/output files.

• /include Contains common include files.

• /application contains code for the application layer i.e. files for traffic gen-

eration.

• /transport contains the code for the transport layer.

• /network contains the code for the network layer.

• /mac contains the code for the MAC layer, including 802.11b.

• /radio contains the code for the physical layer.

3.2.4 Configuration of network

The GloMoSim configuration file config.in can be located under the path glomosim-

2.03/glomosim/bin. It provides the configuration parameters for the simulation[12].

Figure 3.1: Configuring network environment[2]
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3.2.5 The Application configuration file

Applications such as FTP and Telnet are configured in this file. The traffic generators

currently available are FTP, FTP/GENERIC, TELNET, CBR, and HTTP. In most

simulations, we use CBR data traffic and send data packets at regular time intervals.

The app.conf file located in the bin folder provides a good explanation of how it can

specify data traffic[12].

3.2.6 Configuring mobility

For static networks, mobility should be set to NONE as follows[12]:

MOBILITY NONE

GloMoSim provides the Random Waypoint mobility model, in which the nodes move

towards a destination with a randomly generated speed (within the specified limits),

and then pause there for some time. To use the Random Waypoint model, the pa-

rameters for mobility should be set as follows:

MOBILITY RANDOM-WAYPOINT

MOBILITY-WP-PAUSE 30S

MOBILITY-WP-MIN-SPEED 0

MOBILITY-WP-MAX-SPEED 10

By using a pause time of 0S (0 seconds), continuous random motion can be emu-

lated. The maximum speed is usually around 20 m/s, which is equivalent to 72 km/h

(approximately the average speed of a vehicle).

Another mobility model (easily obtained by using the Bonn Motion Software),

specify the input trace files as follows:
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MOBILITY TRACE

MOBILITY-TRACE-FILE ./mobility.in

In this file parameters can be given from the current position with how much

speed and how much displacement of the nodes will be done.

3.2.7 The Visualization tool

GloMoSim has a Visualization Tool that is platform independent because it is coded

in Java[12]. To initialize the Visualization Tool, we must execute: java GlomoMain

from the java gui directory. This tool allows to debug and verify models and scenarios;

stop, resume and step execution; show packet transmissions, show mobility groups in

different colors and show statistics.

The radio layer is displayed in the Visualization Tool as follows: When a node

transmits a packet, a yellow link is drawn from this node to all nodes within it’s

power range. As each node receives the packet, the link is erased and a green line

is drawn for successful reception and a red line is drawn for unsuccessful reception.

No distinction is made between different packet types (ie: control packets vs. regular

pacekts, etc)

3.2.8 Statistics

This section allows us to specify the types of statistics which we are interested in at

the end of the simulation. The statistics will be consolidated in the glomo.stat file,

which can be found in the bin folder at the end of each simulation. The types of

statistics available include:

• TCP

• UDP
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• Routing

• Network

• MAC

• Radio

• Channel

• Mobility

3.2.9 PARSEC (PARallel Simulation Environment for Com-

plex systems)

PARSEC (for PARallel Simulation Environment for Complex systems) is a C-based

discrete-event simulation language. It adopts the process interaction approach to

discrete-event simulation. An object (also referred to as a physical process) or set of

objects in the physical system is represented by a logical process[15].

Interactions among physical processes (events) are modeled by timestamped mes-

sage exchanges among the corresponding logical processes. One of the important

distinguishing features of PARSEC is its ability to execute a discrete-event simula-

tion model using several different asynchronous parallel simulation protocols on a

variety of parallel architectures. PARSEC is designed to cleanly separate the de-

scription of a simulation model from the underlying simulation protocol, sequential

or parallel, used to execute it.

Thus, with few modifications, a PARSEC program may be executed using the tra-

ditional sequential (Global Event List) simulation protocol or one of many parallel

optimistic or conservative protocols. In addition, PARSEC provides powerful mes-

sage receiving constructs that result in shorter and more natural simulation programs.
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Useful debugging facilities are available. A front-end for visual specification of simula-

tion models, and a runtime output display and visualization environment are currently

being designed. The PARSEC language is derived from Maisie, but with several im-

provements, both in the syntax of the language and in its execution environment.

Appendix C contains information about converting existing Maisie programs into

PARSEC.

Every Parsec program must include an entity called driver which serves a purpose

similar to the main function of a C program. This file reads the configuration file,

initiates the simulation and writes the final statistics in the result file glomo.stat from

some temporary file (.STAT.x). The sequence of events at run time is as follows:

• The main function in driver.pc is run. This is the C main function, where

GloMoSim starts

• The main function calls parsec main() to start the Parsec simulation engine,

initializes the simulation runtime variables and creates the driver entity method.

The parsec main function is used when the user wants to write his own main

and is found at PCC DIRECTORY/include/pc/api.h (since the function is part

of the Parsec runtime system, it is not possible to access the source for it).

• When the simulation ends, parsec main() returns, and the rest of the main

function is executed.
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3.3 Implementation

3.3.1 Hello World Program in Parsec C

This program simply printed hello world.This is the practice done to understand the

structure of parsec programs.The output of the program is shown in figure 3.2.

Figure 3.2: Output of hello world



CHAPTER 3. SIMULATOR STUDY 27

3.3.2 Example of Parsec

Figure 3.3 shows the output of the program to generate all prime numbers less than

1000. The first instance of the Sieve entity is created by the driver and subsequent

instances are created recursively such that the first number received by a new instance

is a prime number.

Figure 3.3: Output of prime no generator
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3.3.3 Example of Glomosim

Figure 3.4 and 3.5 show the scenario of how nodes can be placed in Glomosim. The

figure also shows the manual node placement in the terrian area.The yellow line shows

the link between the nodes.

• Initially

Figure 3.4: Initial position of nodes

• After Mobility

Figure 3.5: After mobility
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• Changing stat information:

Glomosim generates the statistic file at the end of the simulation.If we want

to add any statistic at any layer , then a variable is created and it is printed

into the stat function of specific layer. Thus any statistic can be added into the

stat file generated by the Glomosim.Figure 3.6 shows that a ”prime” statistic

is added at MAC layer.

Figure 3.6: Changing stat information
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• How to hook a new protocol into Glomosim?

New protocol can be added into Glomosim by different ways. One way is to use

the available User Protocol file and to put the functions and variables there.

The other way is to create the .pc and .h file of new protocol and mark the

entries into corresponding files in the code of Glomosim.Figure 3.7 shows the

statistics of newly added network layer protocol named ”MY”.The protocol

contains the code of aodv but it is named other way[19].

Figure 3.7: Statistic generated for new network layer protocol
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Implementation of LowestID and

MaxDegree

4.1 Lowest ID and Max Degree Implementation

As described in the literature survey (section 2.3.1 and section 2.3.2) while forming

the clusters, each node has information about its one hop neighbor. In Lowest ID

scheme, the node with the lowest ID among its neighbors is selected as cluster head

while in Max Degree(K-CONID), the node with the highest degree (connectivity)

among its neighbors is selected as cluster head. If any node in the neighbor list has

the same degree, the node with the lowestID among those nodes is selected as cluster

head.

These algorithms basically generate dominating set of the graph where the network

connections and nodes are included in the graph as G=(V,E) where V is the nodes

of the network and E is connection between nodes.

As the cluster heads are selected they form the dominating set of the graph G. As

described in the literature survey, Dominating set is the subset of graph G such that

31
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all the other nodes are reachable from the nodes which are members of the dominat-

ing set.

These nodes of dominating set may not be connected so, the subset cannot be said as

connected dominating set.It is required to have connected dominating set to create

back bone of the network. So to do this, some common nodes which are neighbor of

more than one cluster head node are selected as gateway into the network.

The proof of correctness of dominating set and back bone created.

• Proof of correctness of Dominating set generated:

As the cluster head makes the dominating set and the cluster heads are elected

from one hop neighbor table so each node is directly connected with either of

the cluster heads in the network.

• Proof of the correctness of back bone created:

As the cluster head are selected from one hop neighbor list, the distance between

two cluster head is maximum two hop. So the node which connects to two cluster

heads create a connected dominating set and provides back bone topology of

network.

This chapter describes the implementation details of the clustering scheme in

Glomosim simulator.

4.2 Data Structures Used

4.2.1 Control Packets generated

Following control packets are sent for the formation of Clusters.

• MY nbrRequest Packet: It is same like hello packet and contains its own

ID and broadcasted in the network.



CHAPTER 4. IMPLEMENTATION OF LOWESTID AND MAXDEGREE 33

MY nbrRequest Packet – Packet Type

– Source Address

Table 4.1: Structure of nbrRequest Packet

• MY STATUS Packet: This is the packet used to propagate the status of the

node itself. The packet contains address of the node which has propagated its

own status and the type of itself(Cluster head or gateway).

MY STATUS Packet – Packet Type

– Source Address

– Node Type

Table 4.2: Structure of Status packet

• MY TEMP Packet: It is a temporary packet sent when any node selects the

node other than itself as cluster head. This packet contains its type, address

of the node which has generated the packet and address of the node which is

made selected as cluster head.

MY TEMP Packet – Packet Type

– Source Address

– Destination Address

Table 4.3: Structure of Temp Packet

• MY DEGREE Packet: This packet is used to propagate the degree of node

among its neighbors.Thus it contains Source Address and its degree.
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MY DEGREE Packet – Packet Type

– Source Address

– Degree

– Serving Factor

Table 4.4: Structure of Degree Packet

4.2.2 Data structure to store One Hop Neighbor information

For each node the list of one hop neighbor is stored in the form of link list. Each

node stores the address of its neighbor, node type of neighbor, its degree and link to

the next neighbor. The link list is sorted in ascending order.

MY NT Node • neighbor address

• NodeType of neighbor

• Degree of neighbor

• Serving Factor of neighbor

• Pointer to next neighbor

Table 4.5: Structure of Neighbor information stored at each node
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4.3 Implementation of algorithm

To implement the algorithm some steps should be required to carry out in the simu-

lator coding.

• Initializing the data structure used.

• Finding out the one hop neighbor by sending nbrRequest packet.

• Creating one hop neighbor table from each node.

• Defining the type of the node(Cluster head , Ordinary node or Gateway)

• Propagate the status into the network.

4.3.1 Initializing the data structure used

Initially all nodes have does not have any information about any other nodes existing

in the network.So each node initializes some information.

Pseudo code for initializing parameters:

InitmyNbrTable()

{

Total1HopNbr <- 0

HeadOfNbrTable <- NULL

SizeOfNbrTbl <- 0

}

Any information stored at node level is appended to the api.h structure of glo-

mosim.The information stored at layer level (i.e. at network level information) may

change per time are added into network layer protocol.h file (here, my.h)
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4.3.2 Creating one hop neighbor table

For creating the neighbor table, each node starts sending nbrRequest packets. Each

node runs a procedure where it sends a nbrRequest for maximum four times.

InitiatemynbrRequest()

{

if nbrreqcount < 4 then

MY_nbrRequest packet is generated and broadcasted.

}

The average no of neighbors detected during this are shown in Figure 4.1.
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Figure 4.1: Effect of no. of nbrRequest on neighbor detection

As shown in the graph it can be seen that we get more average number of neighbor

if the number of times nbrRequest sent is increased.But as the number of packets

increase, it increases collision in the network.
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Figure 4.2: Effect of no. of nbrRequest on collision

If we consider the slope between each point for the specific number of nodes in the

network then it is also increases and as we increase number of nodes in the network

then also individual slope of the collision graph (for different size of the network)

increases because of the increase of control packets in the network. So we selected

to send the neighbor request four times which also balances the collision and more

neighbor can also be found.

After sending the request Each node maintains a link list of its one hop neighbor’s

node address. So, there is a procedure running at every node which checks that the

incoming neighbor request is duplicate or not. If the packet is duplicate, then the

node discards it otherwise it inserts into the neighbor table according to ascending

order of the nodeID in the list.

Thus there are four procedures running to perform this task and to create one hop

neighbor table.

• HandlemynbrRequest():

Takes the incoming nbrRequest packet, extracts the sender ID and gives it for

checking of duplication.
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• CheckNbrExists():

The sender’s Id extracted from HandlemynbrRequest, is compared with already

existing node IDs of neighbor table. If the match is found, the procedure returns

FALSE otherwise returns TRUE.

• InsertintonbrTable(): If ChecknbrExists procedure returns FALSE it shows

that neighbor request is fresh one not duplicate so this function inserts the new

neighbor’s address into ascending order of node ID into neighbor table.

4.3.3 Defining type of the node

As once each node has its neighbor’s list it selects which node role it will have in the

network.

For the LowestID, node checks its own ID with neighbors. If its own ID is less

than all neighbors, then it would declare itself as Cluster Head. For that it gener-

ates MY STATUS packet and propagates its status into network. Thus the below

procedure are used for defining the type and propagating the status.

• DefineType():

This algorithm is used to define the status of any node as cluster head.

• DefineGW():

This algorithm checks the node is gateway or not. The node whose more than

one neighbors are of type cluster head is selected as gateway nodes.

• PropagateStatus():

This function propagates the node status among neighbors.

For MaxDegree, one more round to send the Degree packet is performed. Then

the degree of the node is compared with its neighbor’s degree. For sending degree

packet below procedures runs at each node.

• SendDegreePacket():

This function generates and broadcasts MY DEGREE packet.
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• HandleDegreePacket():

The degree packets are also sent for four times to maximally sending the in-

formation about node’s degree to its neighbors. So this function checks for

duplication of degree packet and appropriately inserts degree information into

neighbor table at corresponding place. For this it uses InsertmyDegree()

procedure.

4.3.4 Updating cluster structure

As the MANET has dynamic environment and nodes are moving, it is required to

update the cluster structure timely. We have applied 1 minute interval to update the

cluster structure. So all the procedures are repeated at every one minute interval.

Before updating the data all the data structures information stored are deleted using

the procedure FlushAllTable().
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Analysis of Results And Proposed

Approach

Implementing Lowest ID and MaxDegree can be analyzed by the number of clusters

created in the network. The simulation parameters are given below.

5.1 Results of LowestID & MaxDegree Clustering

Algorithm

We have implemented LowestID & MaxDegree clustering algorithm in the Glomosim.

Formation of cluster is done according to the parameter selected and to maintain the

cluster, the network structure is updated at 1 minute interval.

Simulation parameters are listed in Table 5.1 .

Simulation Area 2000×2000 meters
No. of Nodes 50,100,150,200,250
Node Placement random
Mobility model random way point
Mobility min-max Speed 0-5(meter/second)
Simulation Time 10 minutes

Table 5.1: Simulation Parameter

40
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The no of leading nodes found in both the algorithms are shown in Figure 5.1.
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Figure 5.1: Average number of cluster head in different size of network

As shown in Figure approximately 30% nodes are found as the leading nodes in

the network.So there can be reduction in the network links accordingly.
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5.2 Load balancing in LowestID and MaxDegree

Here we have calculated the number of times a node serve as cluster head in the net-

work during the simulation and found the difference between the maximum number

which a node has become cluster head and the minimum number for which any node

in the network become cluster head.

For the lowest ID the difference is more compared to the MaxDegree as the node

having minimum ID moves anywhere in the network, It is selected as the cluster head

i.e. leading node. So, energy starvation occurs for the lowest ID node. Similarly in

the MaxDegree, the node which moves always in the dense area always becomes a

cluster head in the network. Thus In Lowest Id the probability of a node of becoming

a cluster head depends on its ID and in MaxDegree it depends on the mobility of the

node.
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Figure 5.2: Comparison of serving factor in LowestID and MaxDegree
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5.3 Extension to MaxDegree

We get good load balancing factor in MaxDegree as compared to the LowestID but

this still depends on the dynamic positioning of the nodes. So It may be possible that

this factor leads to higher values. If the Load balancing can be made on the static

factor, it is possible to provide equal chance to each node to become the cluster head.

For this purpose, each node maintains the history about how many times it has

served as cluster head during simulation. So when the next time reclustering occurs,

the algorithm chooses the node as the cluster head which had minimally served the

network as leading node. The results for this algorithm is shown in the Figure 5.3

with comparison to lowestID and MaxDegree.
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Figure 5.3: Comparison of serving factor

This Extension in the algorithm can be helpful to avoid more energy consumption

of any specific node and thus saves energy of the node. The clusterhead observation
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of the new algorithm is compared with the lowestID and Maxdegree which shows

that it may lead to some more number of leading nodes but also provides the load

balancing in the network.
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Figure 5.4: Average number of cluster head in different size of network



Chapter 6

Conclusion and Future work

The extended Max Degree algorithm provides load balancing and thus also saves the

energy of the nodes in the ad hoc network by assigning cluster head role equally to

each node in the network. This would preserve the bias ness of becoming cluster head

which exists in Lowest ID algorithm and also it makes the decision of taking cluster

head role independent of node placement which exists in MaxDegree algorithm.

To maintain the cluster, Algorithm updates the network structure information at

specified time interval. The algorithm can be enhanced to provide some more refined

parameters to handle mobility. Also the algorithm provides a back bone structure of

network by managing the links between nodes so by using this a cluster based routing

can also be done.
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