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Abstract

Video surveillance is currently one of the most active research topics in the computer

vision community. During motion, the surveillance system can detect moving objects

and identify them as humans, animals, vehicles. This strong interest is driven by a

wide spectrum of promising applications in surveillance system such as Military security,

Public and commercial security, etc. Recognition of Human Motion (RHM) is proposed

system which includes detection, feature extraction and recognition of people from image

sequences involving humans. In proposed system frame differencing method is used for

moving object detection and Neural Network is used for recognition of human motion.

System uses half bottom part of the frames for generating more accurate result which is

identify the moving object is human. Experimental results show that human motion can

be correctly classified.
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Chapter 1

Introduction

Computer vision [1]has been an active area of research for more than three decades. Its

goal is to develop processing and visual sensing algorithms and hardware that can see and

understand the world around them. Current applications, such as medicine, document

analysis, remote sensing, autonomous navigation, as well as object (such as vehicles, ani-

mals) and human tracking systems, reveal that image processing and pattern recognition

have been tremendously successful in terms of delivering operational systems. They have

been used to describe an image or video sequence in terms of meaningful objects that

comprise it. The task to classify and identify objects in the frame is surprisingly difficult

for a computer program.

1.1 General Overview

Aim of human motion detection and recognition for the surveillance system. Video

surveillance systems have long been in use to monitor security sensitive areas. The his-

tory of video surveillance consists of three generations of systems (generation surveillance

systems) which are called 1GSS, 2GSS and 3GSS [1].

The first generation surveillance systems (1GSS, 1960-1980) were based on analog

signal sub systems for image acquisition, transmission and processing. They extended

human eye in spatial sense by transmitting the outputs of several cameras monitoring a

set of sites to the displays in a central control room are used to present continuous flow

1
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visual sequences to operator. They had major drawbacks like requiring high bandwidth,

difficult archiving and retrieval of events due to large number of video tape requirements

and difficult online event detection, which was dependent on human operators with lim-

ited attention.

The next generation surveillance systems (2GSS, 1980-2000) were hybrids in the sense,

that they used both analog and digital sub systems to resolve some drawbacks of its pre-

decessors. They made use of digital video processing methods that provide assistance to

the human operators by filtering out spurious events. Most of the work during 2GSS was

focused on real-time event detection.

Third generation surveillance systems (3GSS, 2000 onwards) provide end-to-end digi-

tal systems. Image acquisition and processing at the sensor level, communication through

mobile and fixed heterogeneous broadband networks and image storage at the central

servers benefit from low cost digital infrastructure.

Unlike previous generations, in 3GSS some part of the image processing is distributed

towards the sensor level, by the use of intelligent cameras that are able to digitize and

compress acquired analog image signals and perform image analysis algorithms like mo-

tion and face detection with the help of their attached digital computing components.

The ultimate goal of 3GSS is to allow video data to be used for online alarm genera-

tion to assist human operators and for offline inspection effectively. To achieve this goal,

3GSS will provide smart systems that are able to generate real-time alarms defined on

complex events and handle distributed storage and content-based retrieval of video data.

The making of video surveillance systems ”smart” requires fast, reliable and robust

algorithms for moving object detection and tracking.

Moving object detection is the basic step for further analysis of video. It handles seg-

mentation of moving objects from stationary background objects. This not only creates

a focus of attention for higher level processing but also decreases computation time. The
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next step in the video analysis is recognition, which can be simply identify the detected

objects from frame to frame.

The output of the system can be used for providing the human operator with high

level data to help him to make the decisions more accurately in a shorter time.

Below are some scenarios that require recognition of human motion systems.

Public and commercial security

• Monitoring of banks, department stores, airports, museums, stations, private prop-

erties and parking lots for crime prevention and detection.

• Patrolling of highways and railways for accident detection.

Surveillance: Automated Monitoring of Activity in Scenes

• Monitoring traffic and related events such as accidents and other unusual events.

• Detecting people, their activities, and related events such as over staying.

Military security:

• Patrolling national borders.

• Measuring flow of refugees.

The use of object detection and recognition algorithms are not limited to video surveil-

lance only. Other application domains also use these algorithms. Some examples are video

compression, human machine interface, video editing and multimedia databases.

1.2 Motivation

The motivation behind doing this research is the need to develop a system for human mo-

tion detection & identification. This system provides security at Public and commercial
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area like Monitoring of banks, department stores, airports, museums, stations, private

properties & parking lots for crime prevention and detection, for patrolling borders &

Measuring flow of refugees which provides military security etc.

1.3 Objective

The objective of this project is to develop a system for the purpose of detecting motion

(specifically moving human) from a video sequence captured by stationary camera.

A suitable technique of image processing is to be implemented for the purpose of

detecting motion that exists in the video sequence. Secondary technique that is to be

implemented for recognizing the detected object.

1.4 Scope of work

This project deals with the problems of defining and developing the basic building blocks

of an automated recognition of human motion system. Initial problem is the detection

of object motions in the scene. Frame differencing Background subtraction algorithm is

capable of detecting the moving object with less amount of noise. The scope of this study

would be restricted to mentioned boundaries.

• The scene does not include night vision and any weather condition.

• System’s attached camera should be stationary.

1.5 Organization of thesis

This thesis covers the different methods to detect and recognize moving object using

stationary camera for understanding level to the research level.
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Chapter 2, covers a literature survey for different technique of moving object detection

and recognition from video sequence for RHM system.

Chapter 3, includes one proposed system for human motion detection & recognition

which is known as RHM system.

Chapter 4, describes about tools and techniques which is used for implementation of

the RHM system.

Chapter 5, shows the experimental results of the RHM system.

Chapter 6, covers the conclusion & future works respectively.



Chapter 2

Literature Survey

This chapter covers the related work and the latest studies in the literature on each of

these building blocks. There have been a number of surveys about object detection &

recognition using static cameras in the literature. The survey we present here covers only

that work which is same context as our study. Brief information on some techniques are

discussed, which are used for similar tasks that are not covered in our study.

2.1 Moving Object Detection using static background

Detecting the moving objects from a video sequence is a fundamental and critical task

of moving object detection. It plays a major role in advanced security systems and video

surveillance applications. There are different methods to detect the foreground object

from the background [4].

2.1.1 Background Subtraction Method

Background subtraction [2] is a particularly popular method for motion segmentation,

especially under those situations with a relatively static background. It attempts to de-

tect moving regions in an image by differencing between current image and a reference

background image in a pixel-by-pixel fashion.

Drawback: It is extremely sensitive to changes of dynamic scenes due to lighting and

6
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extraneous events.

There are different approaches to this basic scheme of background subtraction in terms

of foreground region detection, background maintenance and post processing.

a. Heikkila and Silven [3] uses the simple version of this scheme where detect moving

regions by subtracting the current image pixel-by-pixel from a reference background

image. The pixels where the difference is above a threshold are classified as fore-

ground. As a result, a binary image is formed where active pixels are labeled with

”1” and non-active ones with ”0”. If a pixel at location (x, y) in the current image,

it is marked as foreground if

|It(x, y) − Bt(x, y)| > T

Where T is a predefined threshold.

Drawback: It is necessary to update the background image frequently in order to

guarantee reliable motion detection.

The basic idea in background adaptation is to integrate the new incoming informa-

tion into the current background image using the following first order recursive filter:

B(k + 1) = (1 − α)B(k) + α I(k)

Where α is a coefficient. The larger it is, the faster new changes in the scene are

updated to the background frame. However, cannot be too large because it may

cause artificial ”tails” to be formed behind the moving objects.

Two background corrections are applied:

• If a pixel is marked as foreground for more than m of the last M frames,

then the background is updated as Bt+1 = It. This correction is designed to
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compensate for sudden illumination changes and the appearance of static new

objects.

• If a pixel changes state from foreground to background frequently, it is masked

out from inclusion in the foreground. This is designed to compensate for

illumination, such as swinging branches.

Advantage: This algorithm could handle some of the inconsistencies due to lighting

changes, etc.

b. Yang and Levine [4] proposed an algorithm based on the observation that the

median value was more robust than the mean value, They constructing the back-

ground by taking the median value of the pixel color over a series of images. The

median value, as well as a threshold value determined using a histogram procedure

based on the least median squares method, was used to create the difference image.

Advantage: This algorithm could handle some of the inconsistencies due to lighting

changes, etc.

c. Karman, Brandt and Cappellini [5] observes and predicts RGB values for each

background pixel, based on previous observations using Kalman filter. A Kalman

filter is very widely used recursive technique. A Kalman based technique tracks

linear dynamical systems under Gaussian noise. It is a simple technique under an

assumption that the intensity values of a pixel can be modelled by a probability

distribution (e.g. Gaussian distribution). Here the models are updated using sim-

ple adaptive filters (e.g. IIR filters) which can accommodate changes in lighting

or objects that become part of background. Karmann and von Brandt use both

intensity and temporal derivative. The internal state of the systems is described by

its background intensity Bt and its temporal derivative is defined as B’t. A brief

description of scheme used in [5] is described below:

Bt

B′t

 = A.

Bt − 1

B′t − 1

 +Kt.

It −H.A.
Bt − 1

B′t − 1


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Background dynamics is described by the matrix A and H is the measurement

matrix. The Kalman gain switches between a slow adaptation rate α1 and high

adaptation rate α2.

Kt =

α1

α2

 ifItisforeground, and
α2

α1

 Otherwise

2.1.2 Statistical methods

These statistical methods are mainly inspired by the background subtraction methods

in terms of keeping and dynamically updating statistics of the pixels that belong to the

background image process. Foreground pixels are identified by comparing each pixel’s

statistics with that of the background model.

Advantage: Its reliability in scenes that contain noise, illumination changes and

shadow.

a. Haritaoglu proposed W4 [6] system uses a statistical background model where

each pixel is represented with its minimum (M) and maximum (N) intensity values

and maximum intensity difference (D) between any consecutive frames observed

during initial training period where the scene contains no moving objects. A pixel

in the current image, it is classified as foreground if it satisfies:

|M(x, y) − It(x, y)| > D(x, y) or |N(x, y) − It(x, y)| > D(x, y)

After thresholding, a single iteration of morphological erosion is applied to the de-

tected foreground pixels to remove one-pixel thick noise. In order to grow the eroded

regions to their original sizes, a sequence of erosion and dilation is performed on

the foreground pixel map. Also, small-sized regions are eliminated after applying

connected component labeling to find the regions. The statistics of the background

pixels that belong to the non-moving regions of current image are updated with

new image data.
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b. Wren proposed another statistical method [7], a simplest form of background es-

timation is to calculate the average image of scene, subtract each incoming frame

with the average and threshold the result. A basic single Gaussian model can adapt

to slow changes in the scene by recursively updating the model using a simple adap-

tive filter. This simple adaptive approach has been used in ”pfinder system” for

tracking human body. The main advantage with such a method is that it ignores

the order in which observations are made and uses the distribution of pixel intensi-

ties. The drawback with a unimodal approach is that they do not adapt to changing

background as each pixel, and does not deal with relocation of background object.

c. McFarlane and Schofield [8] propose an adaptive median filter method to esti-

mate the median of pixel intensities for each frame. This kind of Gaussian model

can adapt to slow changing background as it takes an average image of the scene

and subtracts the current frame with the average.

The only disadvantage with this approach is that it adapts slowly towards a large

change in the background and it needs several frames to learn the new background.

d. Oliver [9] proposed an approach of Eigen backgrounds. It is also based on eigen-

value decomposition, but this time applied to the whole image instead of blocks.

Such an extended spatial domain can extensively explore spatial correlation and

avoid the tiling effect of block partitioning. The method can be summarized as

follows:

Laming phase:

• A samples of n images is acquired, each image with p pixels; the average image,

µb, is then computed and all images mean-subtracted;

• The covariance matrix is computed and the hest M eigenvectors stored in an

eigenvector matrix, φMb, of size M x P.

Classification phase:
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• Every time a new image I, is available, it is projected onto the eigenspace as

I’ = φMb (I- µb)

• I’ is then back projected onto the image space as

I” = φT
Mb I’ + µb

Since the eigenspace is a good model for the static parts of the scene, but not

for the small moving objects, I” will not contain any such objects.

• Foreground points are eventually detected at locations where |I − I”| > T.

e. Seki [10] try to go beyond the idea of chronological averages by exploiting spatial co

occurrence of image variations. Their main statement is that neighboring blocks of

pixels belonging to the background should experience similar variations over time.

Although this assumption proves true for blocks belonging to a same background

object (such as an area with tree leaves), it will evidently not hold for blocks at

the border of distinct background objects (this is likely the cause of several false

detections appearing at the borders of different background objects).

The method in [10] can be summarized as follows:

Instead of working at pixel resolution, it works on blocks of N x N pixels treated as

an N2-component vector. This trades off resolution with better speed and stability.

Learning phase:

• For each block, a certain number of time samples is acquired; the temporal

average is first computed and the differences between the samples and the

average are called the image variations;

• The N2 x N2 covariance matrix is computed with respect to the average and

an eigenvector transformation is applied reducing the dimensions of the image

variations from N2 to K.

Classification phase for the current block

• A neighboring block, u, is considered, with its current input value; the corre-

sponding current eigen image variation is computed, called Zu;
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• The L-nearest neighbors to Zu in the eigenspace, Z(u,i), are found and Zu

expressed as their linear interpolation;

• The same interpolation coefficients are applied to the values of the current

block, b, which have occurred at the same time of the Z(u,i), this provides an

estimate Z’b for its current eigen image variation Zb;

• The rationale of the approach is that Zb and Z∗b should be close if b is a

background block; to measnre closeness, a cumulative probability over the

8-neighbouring blocks is used.

2.1.3 Temporal Differencing

Temporal differencing method detects moving regions by use of the pixel-by-pixel differ-

ence of consecutive frames (two or three) in a video sequence. This method is highly

adaptive to dynamic scene changes; however, it generally fails in detecting whole relevant

pixels of some types of moving objects. This method fails to detect stopped objects in

the scene.

a. Lipton [11] detected moving targets in real video streams using temporal differ-

encing. This method takes consecutive video frames and determines the absolute

difference. A threshold function is then used to determine change. If In is the inten-

sity of nth frame, then the pixel wise difference function ∆n is satisfy the following

equation are marked as foreground.

∆n = |In − In−1|

And a motion image Mn can be extracted by thresholds.

Mn(u, v) =

 In(u, v) ∆n(u, v) ≥ T

0 ∆n(u, v) < T

b. Collins developed a hybrid method that combines three-frame differencing with

an adaptive background subtraction model [12]. The key idea is to maintain an
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evolving statistical model of the background to provide a mechanism that adapts

to slow changes in the environment. For each pixel value Pn in the nth frame, a

running average Pn and a form of standard deviation Pn are maintained by tempo-

ral filtering, implemented as:

P̄n+1 = αPn+1 + (1− α)P̄n

σ̄n+1 = α|Pn+1 − P̄n+1|+ (1− α)σ̄n

where α = τ * f , f is the frame rate and τ is a time constant specifying how fast

(responsive) the background model should be to intensity changes. The influence

of old observations decays exponentially over time, and thus the background grad-

ually adapts to reflect current environmental conditions. A pixel has a value which

is more than 2σ from Pn, then it is considered a foreground pixel.

The hybrid algorithm successfully segments moving regions in video without the

defects of temporal differencing and background subtraction.

Comparative Analysis of described object detection methods are shown in following

table 2.1.
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Background Subtrac-

tion

Statistical Method Temporal differencing

How it works? It attempts to detect

moving regions in an

image by differencing

between current im-

age and a reference

background image in a

pixel-by-pixel fashion.

Foreground pixels are

identified by compar-

ing each pixel’s statis-

tics with that of the

background model.

Temporal differencing

method detects mov-

ing regions by use of

the pixel-by-pixel dif-

ference of consecutive

frames (two or three)

in a video sequence.

Who one used

it?

1. Heikkila and

Silven(Adaptive back-

ground subtraction)

1. Haritaoglu

(Minimum-Maximum

Filter)

1. Lipton (temporal

differencing)

2. Yang and Levine

(Median Filtering)

2. Wren (Single Gaus-

sian)

2. Collinstemporal dif-

ferencing with adap-

tive background sub-

traction

3. Karmann, Brandt

and Cappellini

(Kalman Filter)

3. McFarlane and

Schofield (Approxi-

mate Median Filter)

4.Oliver (Eigenback-

grounds)

5. Seki (Co occurrence

of image variations)

Comparative Analysis

Noise High Less Less

Time con-

sumer

Low Yes yes

Frequently

need to

change back-

ground Image

yes yes No

Table 2.1: Comparative Analysis of object detection methods
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2.2 Moving Object Detection using dynamic back-

ground

Dynamic background means background has little variation like leaves movement, shadow,

atmosphere changing, running fountain etc. There are some existing methods to detect

that variations and segments the foreground object, which describe below.

a. Stauffer and Grimson [13] described an adaptive background mixture model for

real-time tracking. In their work, every pixel is separately modeled by a mixture

of Gaussians. A Mixture of Gaussian (MoG) approach allows to model background

variation using a number of Gaussian distributions. This approach is parametric

and the model parameters can be adaptively updated without storing a large buffer

of previous frames. In recursive techniques such as MoG, no inter-dependencies

between image pixels are assumed. Although these methods have had success with

slow-changing backgrounds, they do not perform well with dynamic motion of the

background.

MOG have some disadvantages: Backgrounds having fast variations are not easily

modeled with just a few Gaussians accurately, and it may fail to provide sensitive

detection (which is mentioned in [14]). In addition, depending on the learning rate

to adapt to background changes, MOG faces trade-off problems. For a low learning

rate, it produces a wide model that has difficulty in detecting a sudden change to

the background. If the model adapts too quickly, slowly moving foreground pixels

will be absorbed into the background model, resulting in a high false negative rate.

This is the foreground aperture problem [15].

b. Elgammal, Harwood and Davis[14] use non-parametric method in their work.

A non-parametric method models a pixel as a random variable in a feature space

with an associated probability density function. These methods estimate the den-

sity function directly from the data without any assumption about the underlying

distribution. This helps in avoiding choosing a model and estimating its distribu-

tion parameters. Kernel density estimators asymptotically converge to any den-
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sity function. All non-parametric density estimation methods can be shown to be

asymptotically kernel methods. Theoretically a non-parametric estimate can con-

verge to any density shape with enough number of samples. The authors use the

entire history of the incoming frames L1; L2; ::: Lm−1 to form a non-parametric

estimate of the pixel density function f(Lt = u) :

f(Lm = u) = 1/L
∑t−1

i=t−LK(u− Ii)

Here K(:) is a kernel estimator chosen to be a Gaussian. A new incoming pixel is

termed as foreground if it is unlikely to come from the above distribution. In other

words, f(Lm) is less than a threshold. A major issue that needs to be addressed

when using kernel density estimation is the choice of kernel bandwidth. In theory

as the number of samples reach infinity the choice of bandwidth is insignificant

and the estimate will approach the actual density. But in practicality, only a finite

number of samples are available and the computation must be performed in real

time, hence, the choice of bandwidth is essential and above equation needs to be

computed for every pixel.

Kernel method has drawback, it requires large memory usage to store value of each

pixel to maintain the background model. So the processing speed is very slow.

c. Kim, Chalidabhongse, Harwood and Davis [5] develop codebook (CB) back-

ground subtraction algorithm for subtracting moving background without making

parametric assumptions. The CB algorithm adopts a quantization/clustering tech-

nique, to construct a background model from long observation sequences. For each

pixel, it builds a codebook consisting of one or more codewords. Samples at each

pixel are clustered into the set of codewords based on a color distortion metric

together with brightness bounds. Not all pixels have the same number of code-

words. The clusters represented by codewords do not necessarily correspond to

single Gaussian or other parametric distributions.
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Detection involves testing the difference of the current image from the background

model with respect to color and brightness differences. If an incoming pixel meets

two conditions, it is classified as background −(1) the color distortion to some

codeword is less than the detection threshold, and (2) its brightness lies within the

brightness range of that codeword. Otherwise, it is classified as foreground.

The key features of the algorithm are:

• An adaptive and compact background model that can capture structural back-

ground motion over a long period of time under limited memory. This allows

us to encode moving backgrounds or multiple changing backgrounds.

• The capability of coping with local and global illumination changes.

• Unconstrained training that allows moving foreground objects in the scene

during the initial training period.

• Layered modeling and detection allowing us to have multiple layers of back-

ground representing different background layers.
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2.3 Moving Object Recognition

Moving object recognition has been one of the active research areas in computer vision and

pattern analysis. The aim of recognize moving objects through video monitoring system,

it is classify these objects into predefined categories. Enhancement to current security

systems and surveillance applications can be realized with this recognition function. For

instance, intruder recognition function can be incorporated into a security system to clas-

sify intruders in order to reduce nuisance alarm and minimize human errors in manned

surveillance system. Another example of its application is in traffic monitoring system,

where it can be used to estimate traffic flow by making vehicle and pedestrian counts [2].

Extensive research efforts have been dedicated to moving object recognition, where

many approaches have been presented to tackle this problem.

An overview of the related techniques is presented.

a. View-based method View-based method for recognizing 3D objects from 2D

images [16] is exploited to serve this purpose. An aspect graph structure is imple-

mented to generate aspects using a notion of similarity between views. A viewing

sphere is endowed with a metric of dissimilarity for each pair of views. The viewing

sphere is sampled at regular intervals, and the views are combined into aspects,

each represented by a prototypical view. Unknown views of unknown objects are

compared with the prototypical views hierarchically, and results are ordered by sim-

ilarity. Two similarity metrics for shape were used, one based on curve matching

and another based on matching shock graphs. This approach is significantly time

consuming and memory intensive.

b. Shape-based method An approach adopted statistical motion detection and

Fourier descriptors for shape-based moving object recognition [17]. A statistical,

adaptive, illumination invariant motion detection algorithm is used to identify mov-

ing object candidates. Fourier descriptors [18] are computed as feature vectors

to describe the shape of object. The classification module utilizes a four-layered
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feed-forward neural net. Objects are categorized as human, vehicle or background

clutter.

c. Motion-based method Motion-based recognition method using Generalized Sym-

metry Operator to extract motion symmetry of moving objects for gait recognition

[19]. First, Sobel operator is applied to the object silhouette to obtain edge map.

A symmetry operator is then applied to the edge map to produce symmetry map.

Fourier transform is applied to the gait signature (obtained by averaging all sym-

metry maps in an image sequence) and the k-Nearest Neighbor rule [20] is adopted

for classification. It is relatively immune to noise and capable of handling occlusion.

However, for practical purposes, the recognition rate on a larger database may di-

minish by selection of fewer Fourier components to improve recognition speed.

d. Specific feature based method A specific feature vector called Recurrent Motion

Image (RMI) [21] is proposed to estimate repetitive motion behavior of moving ob-

jects. Different object has different motion behavior yielding different RMI. Thus,

moving objects can be classified as single person, group of persons or vehicle based

on their corresponding RMI. This approach starts with background subtraction and

shadow removal, followed by region-based tracking to establish motion correspon-

dence. Repetitive changes in the shape of object yield recurrent motion behavior

which is used to generate the RMI. The areas of RMI demonstrating high motion

recurrence will be used to determine the object’s class. For example, the RMI of a

walking human has high recurrence at the areas of hands and legs. This approach

produces accurate classification results while remaining computationally and space

efficient.

e. Hybrid classification system A hybrid classification system [22] can be used to

recognize moving objects based on motion and appearance features simultaneously.

At the first layer of the hybrid classifier, appearance data is processed by support

vector machine (SVM) classifier [23], the resulting feature vectors are known as

shape and appearance features. These features are combined with motion-based
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features, and used as input to the SVM classifier at the second layer.

Short description of Methods for moving object recognition shown in following table

2.2.

View Based

Method

Shape Based

Method

Motion

Based

Method

Specific Fea-

ture Based

Method

Hybrid

Method

How it

Works?

Make the

view based

on different

aspect

Statistical

Method

+ Fourier

descriptor

Generalized

Symmetry

operator,

which ex-

tract motion

symmetry

of moving

object

Specific

feature vec-

tor RMI is

used, RMI

estimate

repetitive

motion

behavior

of moving

object

Based on

motion and

appearance

feature

Classification

algorithm

Decision

Tree

Case based

classification

algorithm

K-mean

data mining

algorithm

RMI Support

Vector

Machine

Table 2.2: Methods for moving object recognition
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Proposed Method

Proposed system is divided into 2 categories, namely Pre level processing (Detection) and

Post level processing (Feature Extraction and Recognition) of object. Detection stage is

able to distinguish moving foreground objects from static background objects in dynamic

scenes. Feature Extraction stage extracts the features from the foreground objects and

shows the bounding box around moving object. Recognition stage identifies the moving

object from the scenes. In the following page we describe the flow of our approach system

which is really helpful to reach the goals.

This RHM system is assumed to work real time as a part of a video-based surveillance

system. The computational complexity and even the constant factors of the algorithms

are important for real time performance. Furthermore, this system use is limited only to

stationary cameras.

21
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Figure 3.1: Overview of RHM System

3.1 pre-level processing

3.1.1 Moving Object Detection with static background

Distinguishing foreground objects from the stationary background is a difficult research

problem. Object detection is the first step of the pre level processing which detects fore-

ground objects in the sequence of frames. This creates a focus of attention for higher

processing levels such as tracking, classification and behavior understanding and reduces

computation time.

Normally, Simple background subtraction identifies moving objects by selecting the
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parts of the image which differ significantly from the background of the image. The

proposed system’s object detection algorithm follows a simple flow diagram shown in fig

3.2. In Background model, there is a statistical description of the current background

scene and apply Frame differencing method, which generates output as a binary candi-

date foreground mask. Next step, Pixel level post processing is a noise removal technique

which is applying on foreground mask. Finally, Foreground pixels are segmented from

the foreground detection.

Figure 3.2: System diagram of object detection
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a. Image Stream

The system retrieves images from the video (25 frames per second) file. The system

will start to initialize the background using the first frame. The captured frames

are converted to grayscale images from the RGB.

A grayscale image is simply one in which the only colors are shades of gray. The

reason for differentiating such images from any other color image is that less infor-

mation needs to be provided for each pixel. In fact a ’gray’ color is one in which the

red, green and blue components all have equal intensity in RGB space, and so it is

only necessary to specify a single intensity value for each pixel, as opposed to the

three intensities needed to specify each pixel in a image. The grayscale intensity is

stored is an 8-bit integer giving 256 possible different shades of gray from black to

white. Grayscale images are sufficient for many tasks and so there is no need to use

more complicated and harder-to-process color images. There is a drawback which

is same intensity values are removed in background detection.

b. Background Model

There are some methods all ready exist to detect the foreground objects such as

simple background subtraction, frame differencing etc. In Simple Background sub-

traction method identifies moving objects by selecting the parts of the image which

differ significantly from a reference image, result of that shown in fig 5.1(c) while

frame differencing [24] takes the difference between two consecutive frames and iden-

tifies moving objects. Comparing these two methods and shows that in frame dif-

ferencing method has less noise generated, so we choose frame differencing method

for subtracting background.

Frame Differencing Background Subtraction Model

For detecting the foreground region, system use Frame Differencing Background

Subtraction Method, which really works in outdoor environment as well as indoor

environment [24]. The Frame differencing identifies moving objects from the con-
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secutive frames that differs significantly from the previous frame.

In this method there are two images as input. It produces output image in which

previous image’s pixel values are subtracted from the current image’s pixel values.

The output pixel values are given by:

The Algorithmic steps are given as below for Object Detection Module:

(1) Take Current frame Icurr.

(2) Retrieve the Previous frame Iprev from an array of image variables which are

used for temporary storage of frames. The array is programmed to behave as

a queue with only three elements at any given point of execution.

(3) Perform Frame Differencing Operation on the current frame Icurr and the pre-

vious frame Iprev where the resultant image is represented as output Image

Iout.

Iout = Icurr − Iprev

(4) Perform the Binary Thresh-holding Operation on resulting image which is

separating the pixels corresponding to the moving object from the background

and set pixels as a ’1’ for moving object.

If value of pixels in input image is greater than value of threshold T, then the pixel

value of binary image set as 1 (white) and remaining pixels set as 0 (black). Based

on experiments, threshold value is set to 0.2. This approach gives fairly well results

which shown in fig 5.1(d).

c. Pixel level post processing

The output of frame differencing algorithm contains some amount of noise that

cannot be handled by the background model. There are various factors that cause

the noise in foreground detection such as: Camera noise, Reflectance noise and

background colored object noise. This noise affects the outputs of many calculation
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stages during the processing of a frame and the overall mask becomes inaccurate

due to noise. In order to get improved results, noise removal is a crucial step. For

this purpose, some techniques are used in the proposed system.

In pixel level post processing, perform an Iterative Mathematical Morphological

Erosion Operation [25] on binary image to remove really small particles (noise).

The result of this step is again a binary image. This step ensures that small in-

significant movements in the background are ignored for better object detection. As

a result, Foreground pixels are accurately segmented from the foreground detection.

After pre-level processing stage we know object is under motion and it is really

helpful for further processing.

3.1.2 Moving Object detection with dynamic background

When background has little variation like leaves movement, The frame differencing method

is not suitable because It does not subtract the little variation in a frame and also the

border of moving object is not clear which is shown in fig 5.2. To overcome this problem,

codebook based technique is used.

Various factors such as leaves movement, running fountain and Rainy atmosphere,

which makes it difficult to segment foreground object. There are various methods have

been described to handle moving background in literature survey. To handle moving back-

ground, Codebook mechanism is explored further. This concept is utilized to construct

the codebook in proposed mechanism. The overall construction process is described as

below.

A codebook covers Minimum & Maximum RGB values and Intensity values of each

pixel to detect the moving object.

Codebook:
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Main purpose is segmenting the foreground from the dynamic background. So for

that system needs the database of background. Codebook is a set of codewords where

as each codeword represents pixel information. The pixel consist minimum & maximum

RGB values and Intensity values from the all frames. Detection involves testing the cur-

rent image with respect to color and brightness combination. If an incoming pixel meets

two conditions, it is classified as background − (1) The R, G, B value of current pixel

comes in range of the corresponding pixel in a codebook (2) its brightness lies within

the brightness range of that codeword. Otherwise, it is classified as foreground. The

algorithm of codebook is described below:

Algorithm of codebook:

a. Codebook construction

(1) Take First pixel of all frames

(2) Find out R,G,B values of the pixel

(3) Compute the intensity using R,G,B values

I =
√
R2 +G2 +B2

(4) Find out minimum value of R,G,B components and intensity value (I) from

all frames

(5) Find out maximum value of R,G,B components and intensity value (I) from

all frames

(6) Store in array

(7) Go to 1st step and increase number of pixels.

This process is continue till last pixel of the frames and stored it in array which

makes the codebook. Codebook has minimum and maximum values of R, G, B

components and Intensity values of each pixel.
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b. Codebook Testing

(1) Take new frame’s pixel

(2) Codebook has range of the minimum & maximum value of the R, G, B values

and intensity values of each pixel

(3) Trying to match the newer value of the pixel with the range of the correspond-

ing pixel in a codebook

(4) If match is found then Set corresponding pixel = 0, which is known as back-

ground and match is not found then Set corresponding pixel = 1, which is

known as foreground.

(5) Apply frame differencing algorithm on continuous frames.

Results of codebook with frame differencing is more suitable then the standard

frame differencing method. Results are shown in fig 5.3.

3.2 Post-level processing

3.2.1 Employing Network for Pattern Recognition

Classification is one of the most active research and application areas of neural networks.

Neural network is used as classifier for recognizing human. First step is to extract the

features for training with neural network. Feature Extraction [26] plays a major role to

detect the moving objects in sequence of frames for dimensionality reduction of data,

so for that bounding box is used to visualize only moving object from the whole frame.

To generate bounding box, Pixel values are found out from the first hit of the intensity

values from top, bottom, left and right. By using this dimension values a rectangular

bounding box is plotted within the limits of the values produced which explains a clear

view on bounding box [27].
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Algorithm for the bounding box is as followed

a. Read the image difference

b. for(present position = initial value: final value) of Y resolution

c. for(present position = initial value: final value) of X resolution

(1) calculate the sharp change in intensity of image from top and bottom

(2) store the values in an array

d. Height of the bounding box is = bottom value − top value

e. for(present position = initial value: final value) of X resolution

f. for(present position = initial value: final value) of Y resolution

(1) calculate the sharp change in intensity of image from left and right

(2) store the values in an array

g. Width of the bound box = right value − left value

h. Using the dimensions, draw boundary to the image Initial value: the starting po-

sition of the pixel in an image. Final value: the ending position of the pixel in an

image.

Height = (bottom value − top value) / 2

Width = (right value − left value) / 2

i. Add the height value with the top value and store it in a variable like mid top

j. Add the width value to the left value and store it in a variable like mid left

k. Assign the max intensity to the pixel at pixel value at (mid top, mid left)



CHAPTER 3. PROPOSED METHOD 30

Using this process we get bounding box around the moving object which is shown in

fig 5.4.

Next step is extracting the images from the Bounding Box. Each image is repre-

senting pixel values of the moving object. Bounding boxed image still contain too many

pixels which in turn forms the larger input vector for neural network training. In order

to reduce input vector length, boxed image is divided into 8*8 non -overlapping blocks,

so for that taking the average value for each block results into smaller size vector and it

is shown in fig 5.5.

After finding the average value of frame, we will get blocks of the average intensity

values. Now we need to convert each block into binary pattern. For that, we have to

predefine Threshold value (T = 10). Now we take index, if index value is more than 10

then it will give 1 otherwise it will 0. After that, we have patterns of blocks into binary

values. It looks like following fig 3.3.

Figure 3.3: Conversion of average frame’s blocks into binary values
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After conversion each block results into fixed size vector. This vector forms a unique

pattern for the various types of objects. This process is carried out for various other

frames containing the different type of objects in motion. The inputs of image vector are

fed simultaneously into the input layer of neural network.

For recognition, system has total 2205 patterns of various objects in input node. Each

pattern has 345 attributes. There are 1543 patterns used for Training phase, 331 patterns

are used for validation phase and rest of 331 patterns are used for testing phase. The

experimental results show in following table 3.4 and fig 5.6 to 5.9.
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Figure 3.4: Records of normal size frames

To generate more accurate results for human motion identification, half bottom part

of the frames are used. The half part of the frame shows the leg pattern of human. When

human is in walking condition, then patterns of legs are shown in fig 3.5.

Figure 3.5: Walking patterns of the human

The Pattern of human walking is demonstrating repetitive motion. After some time

interval it will be same. Other side we show the pattern of car is constantly same there

is no change in pattern. There is an optional case, when car is turned.

Using time interval, system generates 3 different movements of leg. To combine all

3 movements, system gives the walking pattern of human. Now it is stored in smaller

size of vector. This vector forms a unique pattern for the various types of objects. This
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process is carried out for various other frames containing the different type of objects in

motion. The inputs of image vector are fed simultaneously into the input layer of neural

network [28].

System has total 1258 samples with 545 attributes. Samples are divided into 3 phases:

Training, Validation, and Testing phase which shows in Table 2. Thus, System identified

1094 samples correctly out of 1258 samples, so performance will be 87.0 percent shown

in following table 3.6 and fig 5.10 to 5.13.

Figure 3.6: Records of half bottom part of the frames
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Implementation

4.1 Tools & Technique used

The videos used for this study were taken from the side view of the people and vehicles.

Color videos were taken with a codec and sony digital cam with on uncompressed AVI

formats. All video were taken at a 320 x 240 pixel resolution and 25 frames/second. For

all experiments in this work, the algorithms were implemented in MATLAB 7.8 (R2009a).

MATLAB provides a high-level programming environment specially tuned for matrix op-

erations, which is a definite advantage in image processing tasks. MATLAB’s Image

Processing Toolbox v.6.0 provided a set of basic image processing functions, which were

very helpful in the quick development of experimental modules.

MATLAB [3] provides inbuilt ”Neural Network Pattern Recognition Tool” which is

useful for recognition of human [28].

The test computer used for all experiments consisted of a personal computer with an

Intel Core(TM) 2 Duo CPU at 2.00 GHz and 4 GB of RAM.

4.2 Neural Network

Neural network [7] works as the human brain. A neural network is an interconnected

network of many artificial neurons. These artificial neurons are objects used to simulate

34
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the neurons in the human brain. Neural networks are used widely in machine learning

applications. They are usually used for classification problems [29].

The recent vast research activities in neural classification have established that neural

networks are a promising alternative to various classification methods. It is very impor-

tant to understand how a neural network works. Neural network is a set of connected

input/output units, where each connection has a weight associated with it. Neural net-

work learns by adjusting the weights so as to be able to correctly classify the training

data and hence, after testing phase, to classify unknown data.

Neural network pattern recognition tool

Neural networks are composed of simple elements operating in parallel. These ele-

ments are inspired by biological nervous systems. As in nature, the connections between

elements largely determine the network function. You can train a neural network to per-

form a particular function by adjusting the values of the connections (weights) between

elements.

Typically, neural networks are adjusted, or trained, so that a particular input leads

to a specific target output. The next figure illustrates such a situation. There, the net-

work is adjusted, based on a comparison of the output and the target, until the network

output matches the target. Typically, many such input/target pairs are needed to train

a network.
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Neural networks have been trained to perform complex functions in various fields,

including pattern recognition, identification, classification, speech, vision, and control

systems.

Neural networks can also be trained to solve problems that are difficult for conven-

tional computers or human beings. The toolbox emphasizes the use of neural network

paradigms that build up to-or are themselves used in-engineering, financial, and other

practical applications. The next sections explain how to use three graphical tools for

training neural networks to solve problems in function fitting, pattern recognition, and

clustering.
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Results and Discussion

5.1 Results for Moving Object Detection with static

background

In this section, the results for moving object detection is presented and discussed. The

sequence is obtained from a video with on no compression AVI formats. All video were

taken at a 320 x 240 pixel resolution and 25 frames/second with a resolution of 320x240.

Sample foreground region detection is shown in 5.1. The first image shows the cur-

rent frame, contains one foreground objects. The second image shows the gray scale

of the original image. The third image and fourth image shows the detected foreground

pixel map using normal background subtraction and frame differencing respectively. This

Observation suggests that frame differencing gets better result than normal background

subtraction.

37
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Figure 5.1: Background Subtraction sample, (a) Current image (b) Gray scale (c) De-

tected region using Simple background subtraction (d) Detected region using Frame Dif-

ferencing.

5.2 Results for Moving Object Detection with dy-

namic background

Background has little variation like leaves movement. The frame differencing method is

applying but it is not suitable because It does not subtract the little variation in a frame

and also the border of moving object is not clear which is shown in below fig 5.2.
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Figure 5.2: Result of moving background using frame differencing method

Figure 5.3: Result of moving background using codebook with frame differencing method

5.3 Results of Feature extraction

Bounding box is used to visualize only moving object from the whole frame and following

fig shows moving object of random selected frames.
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Figure 5.4: Extracted Bounding box for consecutive image frames

Following figure shows the average value of boxed image is divided into 8*8 non -

overlapping blocks and results into smaller size vector.

Figure 5.5: Average of elements in that block

5.4 Results of neural network pattern recognition

5.4.1 Result of normal size of the frame

a. Confusion matrix

Following figure shows generated results from neural network pattern recognition

tool. It plots Confusion matrix for Training, Validation and Testing phase. Con-

fusion Matrix shows corrected classified results and misclassified results of human

and non human. The diagonal cells in each table show the number of cases that
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were correctly classified, and the off-diagonal cells show the misclassified cases. The

blue cell in the bottom right shows the total percent of correctly classified cases (in

green) and the total percent of misclassified cases (in red). The results for all three

data sets (training, validation, and testing) show very good recognition. So overall

results of correctly classifications are 85.1 %.

Figure 5.6: Confusion Matrix of Training, Validation & Testing Phase
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b. Performance Plot Below figure shows the performance of the Training, Validation

and Testing phases in different colors Blue, Green and Red respectively. The per-

formance is measured by using Mean Squares Error (MSE) and number of Epochs

(cycle).

Figure 5.7: Performance plot of each Epochs
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c. Training state It plots the training state from the training record, which returned

by the trained network. It shows plot of gradient value Vs each epochs of the net-

work.

Figure 5.8: Training state of each Epochs

d. Receiver operating characteristic The colored lines in each axis represent the

ROC curves for each of the four categories of this simple test problem. The ROC

curve is a plot of the true positive rate (sensitivity) versus the false positive rate

(1 - specificity) as the threshold is varied. A perfect test would show points in the

upper-left corner, with 100
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Figure 5.9: ROC curves for each of the four categories

5.4.2 Result of half bottom part of the frame

a. Confusion matrix Following figure shows generated results for half bottom part of

the frames. Those inputs are giving to the neural network pattern recognition tool.

It plots Confusion matrix for Training, Validation and Testing phase. Confusion

Matrix shows corrected classified results and misclassified results of human and non

human. So overall results of correctly classifications are 87.0%.
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Figure 5.10: Confusion Matrix of Training, Validation & Testing Phase

b. Performance Plot
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Figure 5.11: Performance plot of each Epochs

c. Training state

It plots the training state from the training record, which returned by the trained

network. It shows plot of gradient value Vs each epochs of the network.

Figure 5.12: Training state of each Epochs

d. Receiver operating characteristic

The colored lines in each axis represent the ROC curves for each of the four cat-
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egories of this simple test problem. The ROC curve is a plot of the true positive

rate (sensitivity) versus the false positive rate (1 - specificity) as the threshold is

varied. A perfect test would show points in the upper-left corner, with 100

Figure 5.13: ROC curves for each of the four categories
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Conclusion And Future work

The proposed technique has been developed for video surveillance system using stationary

camera. Pre processed results can be classified using classifier such as neural network and

85.1% accuracy is achieved. Analysis shows that considering bottom half part of frame

results into 87.0% accuracy. Furthermore experimental result also shows that given tech-

nique try to deal with variations in the background.

Future work

Proposed work is suitable for static background as well as little variation in back-

ground. One of the first recommendations for future work is the incorporate with the

constant moving background such as different weather condition, heavy traffic condi-

tion,etc. and Some special conditions such as shadow, reflectance, overlapping condition,

object occlusion are still to be not handled. This handling of these condition would

complete the work.
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