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Abstract

Semiconductor Memories are circuits that store digital information in large quan-

tity, hence are vital subsystem in modern integrated circuits. The ever-increasing

demand for low priced memories with low power consumption, high speed opera-

tion, high density and small package size has driven the fabrication technology and

memory development towards more compact design rules and consequently towards

higher data storage densities. The objective is to study the architecture, working and

characterization of SRAM memory and also to automate the memory scrambling

checker.

Memory Scrambling Checker (MSC) calculates the scrambling equations of mem-

ory. There is difference between logical and actual locations of memory cells in

memory. So to validate both addresses, MSC is used. It gives the coordinates of

particular memory cell in output file. MSC was having some bugs while running at

higher word, bit combinations. So bug fixing was required.

Characterization of memory means to get information about its behaviour in

terms of different timing (access time, setup time, hold time etc), power (dynamic,

static and leakage) and capacitances. This help in evaluating the performance of

memory and improves upon the design. The tool used for characterization is Memory

characterization flow (MCF). Also the vendor has proposed a new tool, so ST is

checking its reliability against its own tool to reduce the efforts of its engineers.
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Group Introduction

The TR&D is a group in ST which works on integrated products (IPs). Its work

is to provide quality Library Solutions and services to divisions, in the company’s

drive in time to market, IP Reuse and Super Integration. There are various types

of IPs:

• Standard Cells : It is the layout of basic sequential and combinational circuits

which are used to make bigger circuits. It is the basic building block of all the

circuits. It is a component within an integrated circuit with known functional

and timing characteristics, which can be used as an element in building a larger

circuit. Example of standard cells include Inverter, Flip-flop (FD), Latch (LD),

Multiplexer (MUX), NAND, NOR, AND, OR, XOR, XNOR, Full Adder (FA),

Half Adder (HA).

• Memories : A device or an electrical circuit used to store a single bit (0 or 1) is

called a memory cell. Examples of memory cell are flip flop, a charged capacitor

etc. Semiconductor memories are capable of storing large amount of Digital

information. The amount of memory required in a particular system depends

on the type of application but the no. of transistors required for storage of

data are always much larger than the no of transistors used for logic operations

and other purposes. The ever increasing demand of high storage capacity

has driven the fabrication technology and memory development towards more

compact design rules and consequently towards higher data storage densities.

• I/Os (input/output cells) : I/O’s are the input/output cells, placed on the

periphery of the chip. Any I/P signal which comes from off-chip environment

(external voltages are at a typical voltage Vdde level of 2.5V, 3.3V or 5V) is

connected to the core (logic part of the chip) is connected through them and

vice versa.



x

• Developement Flow : The customer, as per his requirements, gives the speci-

fications to the flow team. These requirements are analyzed and as the needs,

the features required for the design are noted. These are sent to the Back End

Team for the designing. After the design is ready, it is checked for the specifi-

cations and then sent to the Front End for the characterization and functional

modeling. ıtem Concept Of Library : A library is collection of cells all of

which reference the same technology file. The cells are the smallest functional

unit. Attached to every library is a technology file. A technology file is a large

data file that specifies, in one central location, all of the technology-dependent

parameters associated with that particular library. The purpose of library is
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to reduce the design cycle of the designer.

– Basic building blocks: Digital (AND, OR); Analog (amplifier).

– Complex building block: Digital (Microcontroller); Analog (PLL, DAC).

– Memories: Single or dual port SRAM, ROM etc.

The cells are delivered as a set of different views. These views are used by

different tools in a given Design flow. These cells are used until the physical

implementation.

• Cell Views : A particular representation of a cell is referred to as a view. Each

cell may have a layout view, schematic view, symbolic view, timing view, etc.

Each view object has attached property objects that are specific to the view,

such as grid units, scale and display of axes etc. A cell is delivered as a set of

view and each view is used by a different tool in a given design flow.

– BE (Back End) VIEWS: Views Related to the Physical Design of a Cell

– FE (Front End) VIEWS: Views Related to the Timings/Modeling of the

Cell the various views can also be classified as Primary and Secondary

views.



Contents

Declaration iii

Certificate iv

Acknowledgement v

Abstract vi

STMicroelectronics At A Glance vii

Group Introduction ix

List of Figures xv

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Objective of Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Organization of Report . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background and Related Work 6

2.1 Data storage devices : An Overview . . . . . . . . . . . . . . . . . . . 6

2.2 Introduction to Memories . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 Classification of Memories . . . . . . . . . . . . . . . . . . . . 7

2.3 SRAM Cell Description . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3.1 Voltage Transfer Characteristics . . . . . . . . . . . . . . . . . 12

xii



CONTENTS xiii

2.3.2 6T SRAM Cell . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3.3 Read operation . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3.4 Write operation . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4 Timing Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4.1 Read cycle diagram . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4.2 Basics of Write cycle Diagram . . . . . . . . . . . . . . . . . . 19

2.5 Different Types of SRAM Architectures . . . . . . . . . . . . . . . . . 21

2.5.1 Basic Architecture . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5.2 Split Core Architecture . . . . . . . . . . . . . . . . . . . . . . 22

2.5.3 Bank Architecture . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5.4 Redundancy Feature . . . . . . . . . . . . . . . . . . . . . . . 24

2.6 A literature survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.6.1 Power Consumption in SRAM . . . . . . . . . . . . . . . . . . 24

2.6.2 High Speed Operation Of SRAM . . . . . . . . . . . . . . . . 26

2.6.3 Low Power Approaches In SRAM . . . . . . . . . . . . . . . . 27

2.6.4 Memory Compilers . . . . . . . . . . . . . . . . . . . . . . . . 28

3 Memory Scrambling Checker(MSC) 30

3.1 Directory Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.1.1 Setup files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1.2 Input Directory . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1.3 Output Directories . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3 Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4 Memory Characterization Flow(MCF) 38

4.1 Directory structure of MCF . . . . . . . . . . . . . . . . . . . . . . . 39

4.1.1 Setup files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.1.2 Input Dirctory . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.3 Output Directories . . . . . . . . . . . . . . . . . . . . . . . . 41



CONTENTS xiv

4.2 The Working of MCF . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.3 Flowchart of MCF Working . . . . . . . . . . . . . . . . . . . . . . . 45

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5 Scripts 48

5.1 msc-genvect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.2 Pos vs. bitmap comparison . . . . . . . . . . . . . . . . . . . . . . . . 48

5.3 msc - checkxy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.4 Masis Tool: GDS vs .masis file comparison . . . . . . . . . . . . . . . 50

Conclusion 52

Future scope of work 53

References 54

Annexures 55



List of Figures

2.1 Classification of data storage devices . . . . . . . . . . . . . . . . . . 6

2.2 Classification of data storage devices . . . . . . . . . . . . . . . . . . . . 7

2.3 Static Memcell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 Voltage Transfer Characteristics . . . . . . . . . . . . . . . . . . . . . . 12

2.5 6T Memcell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.6 Read operation of Memcell . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.7 Waveform of Read operation . . . . . . . . . . . . . . . . . . . . . . . . 14

2.8 Write operation of waveform . . . . . . . . . . . . . . . . . . . . . . . . 15

2.9 Waveform of Write operation . . . . . . . . . . . . . . . . . . . . . . . . 16

2.10 Timing diagram of Read cycle . . . . . . . . . . . . . . . . . . . . . . . 18

2.11 Timing diagram of Write cycle . . . . . . . . . . . . . . . . . . . . . . . 19

2.12 Floorplan of basic SRAM Architecture . . . . . . . . . . . . . . . . . . . 21

2.13 Floorplan of Split Core SRAM Architecture . . . . . . . . . . . . . . . . 22

2.14 Floorplan for a64k SRAM cut with Bank type architecture (Bank =2) . . 23

2.15 Floorplan for a cut with Redundancy(Bank=1) . . . . . . . . . . . . . . 24

2.16 Memory Compiler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1 Directory Structure of MSC . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Flow of MSC methodology . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3 Location of memcell from MSC Results . . . . . . . . . . . . . . . . . . 37

4.1 Directory structure of MCF . . . . . . . . . . . . . . . . . . . . . . . . 40

xv



LIST OF FIGURES xvi

4.2 Flowchart to work with MCF . . . . . . . . . . . . . . . . . . . . . . . 45

4.3 Result by MCF for single compiler . . . . . . . . . . . . . . . . . . . . . 46

5.1 Stimuli File and Corresponding vect file . . . . . . . . . . . . . . . . 49

5.2 Pos file . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.3 CSV file . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.4 Errorneous Rows - Pos vs CSV comparison file . . . . . . . . . . . . 51

5.5 Types of errors that can occur in memory scrambling . . . . . . . . . 51



Chapter 1

Introduction

The electronics industry has achieved a phenomenal growth over the last few

decades, mainly due to the rapid advances in integration technologies and large-

scale systems design. The use of integrated circuits in high-performance computing,

telecommunication and consumer electronics has been growing a very fast pace.

The increasing need for high computational and information processing power of

these application is the driving force for fast development of this field. Complemen-

tary metal oxide semiconductor (CMOS) digital integrated circuits are the enabling

technology for the modern information age because of their intrinsic features in

low-power consumption, large noise margins, and ease of design. CMOS integrated

circuits have been widely used to develop random access memory (RAM) chips,

microprocessor chips, digital signal processor (DSP) chips, and application-specific

integrated circuits (ASIC) chips.

For VLSI circuit design, however, it is important that the design be done in the

context of global optimization(in terms of area, power, speed) with proper boundary

conditions. In fact, the beauty of integrated circuits is that the final design goal is

the concerted performance of all interconnected transistors, and not of individual

transistors. No matter how well an individual transistor performs, if the technology

fails to have equally good interconnects, the total performance can be very poor due

to large parasitic capacitances and resistances; these translate into a large delay in

1
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the interconnection lines between transistors or logic gates.

Computer aided design (CAD) tools are used for design automation and op-

timization. Computer simulation is, and will continue to be, an essential part of

the design process, both for performance verification and for fine-tuning of circuits.

However, the emphasis on simulation must be well-balanced with the emphasis on

hands-on-design and analytical estimates, so that the significance of the latter is

not overwhelmed by the extensive use of computer-aided techniques. In addition

to the transistor-level circuit design issues, the accurate prediction and reduction

of interconnect parasitics has become a very significant topic in high performance

digital integrated circuits, especially for deep sub-micron technologies. Digital sys-

tems require the capability of storing and retrieving large amounts of information at

high speeds. Memories are circuits or systems that store digital information in large

quantity, hence are vital components in modern integrated circuits. In present sce-

nario demand is for low-priced memories with low-power consumption, high-speed

operation, high density, and small package size. The semiconductor markets have

embraced the fact that the architecture of the memory structure has a considerable

impact on the performance of the system. Over the years, technology advances have

been driven by memory designs of higher and higher density.

1.1 Motivation

A device or an electrical circuit used to store a single bit (0 or 1) is called a

memory cell. Semiconductor memories are capable of storing large amount of digital

information. The amount of memory required in a particular system depends on

the type of application. The no. of transistor required for storage of data are

always much larger than the number of transistors used for logic operations and

other purposes. The ever increasing demand of high storage capacity has driven

the fabrication technology and memory development towards more compact design

rules and consequently towards higher data storage densities. The memory data
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storage capacity of a single chip doubles almost after every two years. The number

of data bits stored per unit area is one of the key criteria that determine the overall

storage capacity and hence the memory cost per bit. Another important issue is

the memory access time i.e. the time taken to store or retrieve data in the memory

array. The access time determines the memory speed. Static and Dynamic Power

consumption of the memory array is a significant factor to be considered in the

design because of the increasing demand of the low power applications.Also another

important point to be considered is the physical and logical locations of the cells in

the memory array. This helps in various electric rule checks. During my training

my prime focus was on SRAM memories.

Memory Scrambling means that the logical structure of a memory array is dif-

ferent from its physical internal structure. The tool used to map these physical

and logical locations of the memcell is Memory Scrambling Checker (MSC). It is an

inhouse tool of STM. When a set of inputs(required word-bits) is given to it , MSC

provides the logical and physical addresses for these inputs. Each memcell is toggled

consequently and addresses are obtained internally. In case of large memory block

instead of mapping the entire core, one can simply go for some standard locations

provided internally in MSC for mapping addresses. Also one more important re-

quirement for shrinking technologies was xa simulation which is faster than nanosim

simulation( done previously).

Memory characterization means to obtain the information about the behaviour

of memory in terms of different timings, power and capacitances. When a set of

specified inputs is applied to the memory, it includes running simulation and then

doing measurements from the simulated values .This help in evaluating the perfor-

mance of memcell and improves upon the design. The tool used for characterization

is Memory characterization flow (MCF).This is an inhouse tool of STM. In case of

a large memory block where number of cuts at different pvt’s is to be characterized

, then it is very difficult to characterize the whole cut as in case of a single inverter.

So for that purpose we need a frame work which governs all the activities and fulfil
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the requirement automatically. This framework is called MCF.

1.2 Objective of Work

The objective of the project work was to design and develop MSC and migrate it

to XA simulator from nanosim , study the architecture, working and characterization

of SRAM memory . The work dealt with the addition of new modes in MSC setup i.e.

various formats in which a stimuli can be provided to the msc to obtain various word-

bit combinations and three such modes were added.Also MSC was migrated to XA

as new and upcoming technologies were simulated with XA. The present MSC setup

gives results in less duration as compared to previous setup and also saves on the

manual time involved in writing the stimuli file as its being generated internally now.

Even the memcell being accessed are refreshed after obtaining the address locations.

Another aspect of the work was the changes done in the setup of Characterization

tool. During the training period, changes were done in the previous task as well as

new tasks were added in the characterisation setup. The present MCF setup gives

simulated results in less duration as compared to the previous setup. This allows

customer to get any memory cut’s datasheet having cut’s different timings, power,

and leakage and dimensional (height, width and areas), value with all pins diagrams

and timing diagrams in very short duration.

1.3 Organization of Report

In Chapter 2 different types of storage memories have been discussed. The prime

focus of discussion in this chapter is SRAM. 6T-SRAM memory cell is explained

in detail in terms of design, read and write operation along with read and write

circuitry. SRAM architecture is also explained in terms of main subcomponents of

the chip. Different types of SRAM architecture has been analysed in terms of area,

power and speed. Also the design foundation (from schematic to layout) is included.
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In Chapter 3 basics of Memory Scrambling , structure of Memory Scrambling

Checker and results of kind of work done are shown.

In Chapter 4 basics of Memory Characterization , structure of Memory Charac-

terization Flow and results of kind of work done are shown.

In Chapter 5 basics of other work regarding to script in shell and perl is described.



Chapter 2

Background and Related Work

The data storage devices can be classified by a wide variety of aspects, but most

frequently, they are divided by technology into the semiconductor types and the

moving media types.

2.1 Data storage devices : An Overview

The five basic semiconductor types are bipolar, N-channel and P-channel MOS,

complementary MOS and charge coupled devices (CCD)[1].

Figure 2.1: Classification of data storage devices

The moving media types include magnetic disk, optical disk and holographic

storage. While magnetic bubbles are not mechanical, they require equipment for

supplying a magnetic field for operation and are thus considered with the mechanical

6
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types. Since the semiconductor memories are decreasing in cost per bit faster than

the other types of data storage, various attempts to configure them for the disk

application are occurring.

2.2 Introduction to Memories

The ideal memory would be low cost, high performance, high density, with low

power dissipation, random access, non-volatile, easy to test, highly reliable, and

standardized throughout the industry. Those memory technologies, which did not

offer these advantages to some extent, were one by one successfully challenged by

the MOS memories. Unfortunately a single memory having all these characteristics

has not yet been developed, although each of the characteristics is held by one or

another of the MOS memories. Thus, MOS memories have dominated the world of

memories.

The Semiconductor memories are classified according to the type of data storage

and data access.

Figure 2.2: Classification of data storage devices

2.2.1 Classification of Memories

1. ROM
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These are read only memory. ROM is a non volatile memory that is, the stored

data is not lost even when the power supply is not switched off and refresh

operation is not required. Memories in the ROM family are distinguished by

the methods used to write new data to them (usually called programming),

and the number of times they can be rewritten. The ROM is classified into

three main categories:

• PROM

These are programmable ROM in which data is written electrically after

the chip is fabricated. The device programmer writes data to the device

one word at a time by applying an electrical charge to the input pins of

the chip. Once a PROM has been programmed in this way, its contents

can never be changed. If the code or data stored in the PROM must be

changed, the current device must be discarded. As a result, PROMs are

also known as one-time programmable (OTP) devices[1].

• EPROM

These are programmable ROM in which data is written electrically after

the chip is fabricated. The device programmer writes data to the device

one word at a time by applying an electrical charge to the input pins of

the chip. Once a PROM has been programmed in this way, its contents

can never be changed. If the code or data stored in the PROM must be

changed, the current device must be discarded. As a result, PROMs are

also known as one-time programmable (OTP) devices.

2. HYBRID

As memory technology has matured in recent years, the line between RAM and

ROM has blurred. Now, several types of memory combine features of both.

These devices do not belong to either group and can be collectively referred

to as hybrid memory devices. Hybrid memories can be read and written as
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desired, like RAM, but maintain their contents without electrical power, just

like ROM. Two of the hybrid devices, EEPROM and flash, are descendants

of ROM devices. These are typically used to store code. The third hybrid,

NVRAM, is a modified version of SRAM. NVRAM holds persistent data.

• EEPROM

EEPROMs are electrically-erasable-and-programmable. Internally, they

are similar to EPROMs, but the erase operation is accomplished electri-

cally, rather than by exposure to ultraviolet light. Any byte within an

EEPROM may be erased and rewritten. Once written, the new data will

remain in the device forever–or at least until it is electrically erased. The

primary tradeoff for this improved functionality is higher cost and longer

writes cycles than RAM.

• FLASH RAM

Flash memory combines the best features of the memory devices de-

scribed thus far. Flash memory devices are high density, low cost, non-

volatile, fast (to read, but not to write), and electrically reprogrammable.

These advantages are overwhelming and, as a direct result, the use of flash

memory has increased dramatically in embedded systems. From a soft-

ware viewpoint, flash and EEPROM technologies are very similar. The

major difference is that flash devices can only be erased one sector at a

time, not byte-by-byte. Typical sector sizes are in the range 256 bytes

to 16KB. Despite this disadvantage, flash is much more popular than

EEPROM and is rapidly displacing many of the ROM devices as well.

3. RAM

The Read/Write memory is commonly known as Random Access Memory

(RAM). Read/Write(R/W) memory must permit the modification (writing)

of data bits stored in the memory array, as well as their retrieval (reading)
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on demand. .Unlike sequential access memory any cell can be accessed with

nearly equal access time. The stored data is volatile i.e. the stored data is lost

when the power supply is switched off.

RAMs are classified into two main categories.

• DRAM

Dynamic random-access memory (DRAM) is a type of random-access

memory that stores each bit of data in a separate capacitor within an in-

tegrated circuit. The capacitor can be either charged or discharged; these

two states are taken to represent the two values of a bit, conventionally

called 0 and 1. Since capacitors leak charge, the information eventually

fades unless the capacitor charge is refreshed periodically. Because of this

refresh requirement, it is a dynamic memory as opposed to SRAM and

other static memory. The advantage of DRAM is its structural simplic-

ity: only one transistor and a capacitor are required per bit, compared

to four or six transistors in SRAM. This allows DRAM to reach very

high densities. Unlike flash memory, DRAM is volatile memory (cf. non-

volatile memory), since it loses its data quickly when power is removed.

The transistors and capacitors used are extremely small; billions can fit

on a single memory chip.

• SRAM

Static random access memory (SRAM) can retain its stored informa-

tion as long as power is supplied. This is in contrast to dynamic RAM

(DRAM) where periodic refreshes are necessary or non-volatile memory

where no power needs to be supplied for data retention, as for exam-

ple flash memory. The term “random access” means that in an array

of SRAM cells each cell can be read or written in any order, no mat-

ter which cell was last accessed. It is used when we require high speed

because SRAM devices offer extremely fast access times (approximately
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four times faster than DRAM) but are much more expensive to produce.

Generally, SRAM is used only where access speed is extremely important.

2.3 SRAM Cell Description

The basic static RAM cell is consists of two cross-coupled inverters and two

access transistors. The access transistors are connected to the wordline at their

respective gate terminals, and the bitlines at their source/drain terminals[1].

Figure 2.3: Static Memcell

The wordline is used to select the cell while the bitlines are used to perform read

or write operations on the cell. Internally, the cell holds the stored value on one side

and its complement on the other side. For reference purposes, assume that node q

holds the stored value while node q’ holds its complement. The two complementary

bitlines are used to improve speed and noise rejection properties.The wordline is

used to select the cell while the bitlines are used to perform read or write operations

on the cell. Internally, the cell holds the stored value on one side and its complement

on the other side. For reference purposes, assume that node q holds the stored value

while node q bar holds its complement. The two complementary bitlines are used
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to improve speed and noise rejection properties.

2.3.1 Voltage Transfer Characteristics

The Voltage Transfer Characteristics (VTC) conveys the key cell design consid-

erations for read and writes operation. In the cross-coupled configuration, the stored

values are represented by the two stable states in the VTC[1].

Figure 2.4: Voltage Transfer Characteristics

The cell will retain its current state until one of the internal nodes crosses the

switching threshold, VS. When this occurs, the cell will flip its internal state. There-

fore, during a read operation, its current state must not be disturbed, while during

the write operation the internal voltage is forced to swing past VS to change the

state.

2.3.2 6T SRAM Cell

The six transistor (6T) static memory cell in CMOS technology is used in ma-

jority of the designs, today. The cross-coupled inverters, M1, M5 and M2, M6, act
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as the storage element. Major design effort is directed at minimizing the cell area

and power consumption so that millions of cells can be placed on a chip.

Figure 2.5: 6T Memcell

The steady-state power consumption of the cell is controlled by sub-threshold

leakage currents, so a larger threshold voltage is often used in memory circuits.

2.3.3 Read operation

For a ”0” is stored on the left side of the cell, and a ”1” on the right side in the

6T RAM cell, M1 is on and M2 is off. Initially, b and b’ are precharged to a high

voltage around VDD by a pair of column pull-up transistors. The row selection line,

held low in the standby state, is raised to VDD which turns on access transistors

M3 and M4. Current begins to flow through M3 and M1 to ground. The resulting

cell current slowly discharges the capacitance Cbit. Meanwhile, on the other side of

the cell, the voltage on b ? remains high since there is no path to ground through

M2.The difference between b and b’ is fed to a sense amplifier to generate a valid

low output, which is then stored in a data buffer[1].

Upon completion of the read cycle, the wordline is returned to zero and the
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Figure 2.6: Read operation of Memcell

Figure 2.7: Waveform of Read operation

column lines (bit lines) can be precharged back to a high value. When designing

the transistor sizes for read stability, it is ensured that the stored values are not

disturbed during the read cycle. The problem is that, as current flows through M3

and M1, it raises the output voltage at node q which could turn on M2 and bring

down the voltage at node q ?. The voltage at node q bar may drop a little but

it should not fall below VS. To avoid altering the state of the cell when reading,

the voltage at node q is controlled by sizing M1 and M3 appropriately. This is

accomplished by making the conductance of M1 about 3 to 4 times that of M3 so
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that the drain voltage of M1 does not rise above VTN. In theory, the voltage should

not exceed VS, but this design must be carried out with due consideration of process

variations and noise. In effect, the read stability requirement establishes the ratio

between the two devices.

2.3.4 Write operation

The operation of writing 0 or 1 is accomplished by forcing one bitline, either b or

b, low while the other bitline remains at about VDD. For SRAM cell taken above,

to write 1, b is forced low, and to write 0, b bar is forced low.

The cell must be designed such that the conductance of M4 is several times larger

than M6 so that the drain of M2 is pulled below VS. This initiates a regenerative

effect between the two inverters. Eventually, M1 turns off and its drain voltage rises

to VDD due to the pull up action of M5 and M3. At the same time, M2 turns on

and assists M4 in pulling output q ? to its intended low value. When the cell finally

flips to the new state, the row line can be returned to its low standby level.

Figure 2.8: Write operation of waveform

The design of the SRAM cell for a proper write operation involves the transistor

pair M6 M4. When the cell is first turned on for the write operation, they form

a pseudo- NMOS inverter. Current flows through the two devices and lowers the
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voltage at node q bar from its starting value of VDD. The design of device sizes is

based on pulling node q bar below VS to force the cell to switch via the regenerative

action.

Figure 2.9: Waveform of Write operation

2.4 Timing Diagram

Timing diagrams specify the minimum required and maximum expected timing

requirements for system actions. The two sets of timing symbols are self-explanatory,

one being the standard for timing symbols and the other older one in widespread

usage. The operation of the SRAM starts with the detection of an address change

in the address register. An address change activates the SRAM circuits, the internal

timing circuit generates the control clocks, and the decoders select a single memory

cell.

At write, the memory cell receives a new datum from the data input buffers;

at read, the sense amplifier detects and amplifies the cell signal and transfers the

datum to the output buffer. Data input/output and write/read are controlled by

output enable OE and write enable WE signals. A chip enable signal CE allows for

convenient applications in clocked systems.

In some systems, power consumption may be saved by the use of the power down
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signal PD. The power down circuit controls the transition between the active and

standby modes. In active mode, the entire SRAM is powered by the full supply

voltage; in standby mode, only the memory cells get a reduced supply voltage. In

some designs, the memory-internal timing circuit remains powered and operational

also during power down.

2.4.1 Read cycle diagram

It is important to understand the characteristics of the memories, to understand

them better. The best indicator of these characteristics is the data sheet specification

for the particular memory.

In a memory system, there are signals going from the processor via the bus into

the inputs of the memory and signals coming from the outputs of the memory onto

the bus and to the processor.

Inputs from the system processor to the memory include:

• Addresses, which indicate the memory locations selected.

• Write enable, which chooses between read and write mode and controls writing

of new information into the memory.

• Chip select(s), which select one memory out of several in a system. If a chip

select is off, the memory is deselected.

• Output enable, which can be used to control the output buffer.

• Data input(s), to be written into the memory.

Outputs from the memory include:

• Data output(s) being read from the memory.

Some memories such as SRAM with wider data path can have a common pin for

input and output.
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A timing diagram for a basic read cycle during which the system reads out

information that is stored in a static RAM (in fig. 05) for a wide bus, common I/O

SRAM with chip enable, and output enable functions. It consists of

• System selects the RAM by turning the chip select on ((CS) bar low).

• System sets the correct addresses (A set).

• System turns the output enable on ((OE) bar low).

Figure 2.10: Timing diagram of Read cycle

• System must make sure that the time that old data from other sources is still

on the common I/O bus is less than the minimum of output enable low to

output active tOLZ or chip enable low to output active tLZ .

• The system must wait a minimum time of address access time tAA in order to

be sure of correct data.

The expansions of the acronyms for read timing parameters are

tRC : Read Cycle Time

tAA : Address Access Time
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tACS : Chip Enable Access Time

tOE : Output Enable Access Time

tOH : Output Hold from Address Change

tLZ : Chip Enable Low to Output Enable

tOLZ : Output Enable Low to Output Enable

tHZ : Chip Enable High to Output Enable - Z

tOHZ : Output Enable High to Output Enable - Z

After the maximum required wait time (which is the minimum time the system

must wait) the system may read the information stored in the memory.

2.4.2 Basics of Write cycle Diagram

A simple write cycle for changing data in an SRAM (writing into it) is shown below.

Figure 2.11: Timing diagram of Write cycle

It consists of

• System sets the correct addresses (A set).

• System selects the RAM by turning the chip select on ((CS)bar low).
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• System waits a minimum required amount of time after changing the addresses

for the RAM to do internal ’set up’ of the addresses tAS, and then turns the

write enable on ((WE)bar low).

• System waits a minimum required amount of time after turning on the write

enable (tWZ) for the memory to disable the data output driver’ Q’ in prepa-

ration for using these lines for data input.

• System inputs the new data and waits a minimum required amount of time

for the memory to write the data before turning off the write enable (tDW ).

• System waits a minimum required amount of time after turning the write

enable on before turning it off (tP ). This is to be sure the write enable pulse

width is wide enough for correctly writing the data into the RAM.

The expansions of the acronyms for read timing parameters are

tWC : Write Cycle Time

tAS : Address Setup Time

tAW : Address Valid to End of Write

tWP : Write Pulse Width

tDW : Data Valid to End of Write

tDH : Data Hold Time

tWZ : Write Enable Low to Output High - Z

tOW : Write Enable High to Output Active

tWR : Write Recovery Time

The RAM is now ready to begin the next cycle. It should be clear that the mini-

mum timings are periods when the system must wait for the RAM to do something,

and the maximum timings are guaranteed limits within which the system will act.

Minimum access times for reading and writing are not necessarily the same, but

for simplicity of design, most systems specify a single time for both reading and
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writing. For semiconductor read-write memories, the read access time is typically

50 to 80

For internal timing, SRAMs apply a high number of clock impulses generated

from an address change or chip enable signal in asynchronous systems, or and from

the systems’ master clock in synchronous systems. Synchronous and asynchronous

operation relates to memory system interface modes rather than to chip-internal

operation modes.

2.5 Different Types of SRAM Architectures

The memory architecture gives the idea about the organization which is used to

benefit in speed, area, or power.

2.5.1 Basic Architecture

Figure 2.12: Floorplan of basic SRAM Architecture

In the conventional architecture, when the selected word line is high, all the cells

connected to the wordline in the row are active,thus dissipation increases. In the
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basic architecture, the two major factors which contribute to the read access are

the bit access time and the word line access time. When the size of the SRAM

increases, the number of cells connected to the word line increases. Therefore, the

wordline delay increases because of the increase in the wordline capacitance. These

two factors can be improved by reducing the bit line capacitance and the word line

capacitance, but this is achieved only after using a different architecture.

2.5.2 Split Core Architecture

In this type of architecture, reduction is performed by splitting the memory array

in smaller blocks. Reduction in the RC delay is observed because of the split bank,

but the activation of a wordline activates the entire cell in both of the core areas.

So certainly, there is need of a different architecture, which could also provide some

advantage in terms of power dissipation.

Figure 2.13: Floorplan of Split Core SRAM Architecture
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Figure 2.14: Floorplan for a64k SRAM cut with Bank type architecture (Bank =2)

2.5.3 Bank Architecture

In this type of architecture the control and the I/O sections are divided. So for a

selected wordline, the cells of only one bank are activated. Also in case of bitline, the

numbers of cells activated are reduced. Thus, a significant improvement is observed

in case of wordline cap and the bit line cap. There is also reduction in the power

consumption to a very significant value. But in this type of architecture, the area

used is more and hence a less dense memory is obtained.
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2.5.4 Redundancy Feature

Redundancy feature is an optional feature added in the memory architecture.

This feature is like a on chip repair mechanism. There are two redundant rows

provided as shown in Figure with only consecutive row correctibilty[2] . Incase

memcells of any row fails ,that particular row will be replaced by redundant row.

Figure 2.15: Floorplan for a cut with Redundancy(Bank=1)

2.6 A literature survey

2.6.1 Power Consumption in SRAM

With continuous advancements in technologies, the SRAM memories have undergone

changes with respect to following parameters:

• Decrease in geometric cell size

• Increased transistor density
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• Higher complexities of the peripheral and control circuitry and

• High frequency

Such circuits consume an excessive amount of power and generate increased

amount of heat. In case of reduced power processors, memories contribute signifi-

cantly to the system level power consumption by taking a share of 43

The circuits with more power dissipation are more susceptible to run-time fail-

ure and reliability problems. In addition, at increased temperatures, high power

processors tend to create several silicon failures. As per studies, component failure

rate double every 10C increase in temperature.

The solution for the problem is either to pursue expensive packaging or apply

cooling strategies. However, another better option is to restrict the extensive heat

generation.

The power consumption in SRAM can be divided in two modes of its operation

i.e. Active and Standby. The power consumption in active mode is in the following

sections

• The core area, it is the main location of power consumption in the SRAM

Memory.

• The I/O section which uses power during precharge, multiplexer toggling,

sensing and output driving also have a significant percentage of power con-

sumption.

• The others sections which include predecoded line toggling and remaining

periphery, the control and row decoder section have a small usage of power.

During the standby mode, the power consumption is very low which is used for

the purpose of data retention. The main source in this mode is the leakage current

in the Memcell.

The following techniques can be deployed for low power operation of SRAM

memories:
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1. Capacitance reduction of wordline and bitlines. This helps in reduction of

main power consumption in the active mode of operation of memory.

2. Leakage current reduction by utilizing higher threshold voltage devices in the

core. This factor helps in reduction of power usage in both of the active and

standby modes.

3. Operating voltage reduction. This also needs to improve the periphery circuits

accordingly.

4. AC current reduction by using new decoding schemes.

5. DC current reduction by improving pulse operation techniques for wordlines

and periphery.

The analysis of SRAM based on various architectures focuses the first point

above, i.e. the nerve point of maximum power consumption.

Reduction in power dissipation provides following advantages[3]:

• Better system efficiency is achieved.

• Performance of the system is improved.

• Reliability in enhanced.

• Overall cost is reduced.

2.6.2 High Speed Operation Of SRAM

As the technology improving day by day, similarly the trend toward higher mem-

ory density and large storage capacity is continued to push the leading edge of system

design. For years, Memories have been the bottlenecks for achievement of faster sys-

tems. Today the SRAM is to be designed to match the processor speed with the

main memory and improve the apparent speed of the main memory. The fastest low

densities MOS static RAM have migrated into this area[2].
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The SRAM access path delay (for read operation) can be split in to three parts

:

1. Delay from clock implementation to wordline activation

2. Time taken from wordline activation to sense on action of the sense amplifier

and

3. Time from sense on to availability of data at the output.

The main delay is in the second stage, where the delay is due to discharge of bit

line. Therefore, a due consideration is given to it.

During write operation the delay components are

• Delay from clock implementation to wordline activation

• Time from data at the input to data written at the desired location.

This is always a compromise between the density and speed in memory array. If

the important issue is speed then we have to take care of following parameters.

1. An important parameter is the memory access time i.e. memory access time,

i.e., the time required to store and/or retrieve a particular data bit in the

memory array. Access time is the important parameter to determine the per-

formance criterion of the memory array.

2. To further speed up the read process, analog amplifiers are used. The tiny

difference is rapidly converted into a logic level, without waiting until BL and

(BL) bar reach their final voltage.

2.6.3 Low Power Approaches In SRAM

This presents the latest development in low-power circuit techniques and methods

for static random access memories. The key techniques in power reduction in both
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active and standby modes are: capacitance reduction by using divided word line

structure, selective precharging scheme, pulse word line, ac current reduction by

multistage decoding, operating voltage reduction coupled with low power sensing

with sense amplifier.

2.6.4 Memory Compilers

Different compiler used in STM have different features like single port, dual port,

high density etc. Each compiler specifies a range (min -max) of primary parame-

ters like words, bits, mux and secondary parameters like bank, redundancy etc. A

different combination of these parameters corresponds to different cuts i.e memory

instance. A customer can choose a cut (with the parameters defined in the range of

the compiler) depending on his requirement.

Memory Compiler uses predefined building blocks or leaf cells and connectivity

information to compile the cut of user-specified size. The compiler generates the

layout, behavioural level models, schematic symbols, and a layout abstraction to

place and route. A program can automatically complete the creation of all the

models in different levels.

While designing a compiler all the possible leaf cells have to be designed so that

both the largest possible and smallest possible memory cut configurations can be

achieved. It is the job of the tool or script to join the leaf cell to generate the

schematics for the required combinations. While characterization, it is enough to

extract the values for the most critical path.

Characteristics of memory depends upon the primary ,the secondary param-

eters and operating conditions. Different cuts will have different values for power

consumption, timings, area etc. Different options offers an interesting timing-power-

density-leakage trade-off. A higher bank value typically improves intrinsic memory

access delays. However, it also means higher area and leakage of memory. A higher

mux option in place of a lower mux is used for a gain in timing performance. While
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a smaller mux option is able to provide better timing performance with a higher

bank option.

Figure 2.16: Memory Compiler
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Memory Scrambling

Checker(MSC)

Scrambling means that the logical structure, as seen by the user from the outside

of the chip, differs from the physical or topological internal structure of the chip.

The consequence is that logically adjacent addresses may not be physically adjacent

(this is called address scrambling)[4]

Address scrambling To minimize silicon area and delay, internal address lines

(word-lines and bit-lines) are frequently scrambled.

A memory array includes a plurality of storage cells and a selection device which

selects a storage cell for physical access due to a logical address supplied via an

address bus. Scrambling allocates a storage cell in the memory array in predictable

fashion to a logical address transmitted to one of the selection devices, the cell is then

being physically accessed. The software-only detection of memory errors typically

incurs a very high performance overhead, because the detection tool has to intercept

memory accesses (loads and/or stores). For each access, the checker must find the

status of accessed memory location (state lookup), e.g. to find whether the location

is allocated, initialized, stores a return address, etc. The checker then verifies if

the access is allowed by the location’s status (state check), and possibly changes

30
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the status of the memory location for future accesses (state update), for example to

mark an uninitialized location as initialized if the access is a write[5].

While doing the electric check of the memory chip , if we there is some problem

in reading or writing in a memcell then from the layout we know physically which

memcell is in error but logically which location is in error can’t be determined.

Memory Scrambling Checker (MSC) resolves this issue. It provides mapping of

physical and logical addresses and results are provided with the compiler for reference

whenever required.

3.1 Directory Structure

Figure 3.1: Directory Structure of MSC

Figure 3.1 shos the entire directory structure which is required as a setup before

launching the MSC.
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3.1.1 Setup files

• .ucdprod

This file contains all the tools with their version which are needed for the

simulation.

• ToDo

ToDo is a file which needs to be sourced at a particular terminal where simu-

lation is to be done. This file will set an environment variables which will be

used while running the simulation. The environment variable contains path of

the spice models and memcell ,and other important tools required.

• Sourceme

Sourceme is a file which needs to be sourced at a particular terminal where

simulation is to be done. This file will set an environment variables which will

be used while running the simulation. The environment variables contains

path of msc to be used and the simulator used.

3.1.2 Input Directory

• SetupDB

This directory contains input configuration files for MSC. Those files are very

useful to generate the appropriate coordinates in the output directories.

– Cutlist

Cutlist contains the number of cuts on which the simulation needs to

be performed. It consists of parameters like cut name , words , bits ,

mux , banks , supply voltage , memcell name and input ports. (memcell

name and input ports can be obtained from the extrcated netlist of the

particular cut)
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– Data

It contains the gds file obtained by streaming out of the layout. It’s a

netlist file for the layout.

– Simu

It contains the models file which includes all the .lib files that define the

various instances used in the design of memory compiler. e.g. nfet , pfet

, diodes etc.

3.1.3 Output Directories

1. WorkDB

This directory contains input configuration files as well the output files or

simulation result files.

• Exract

It contains a sub directory with the name as that of the cut ¡cut name¿.

Further in that directory following input files are there.

– Extract.spi

It the extracted netlist file obtained after running lvs (layout vs

schematic) check for the cdl and gds of required cuts of a mem-

ory compiler. Note: Ensure that the units of width and length of

mosfets is in microns and the mosfets have same name as defined in

the model files.

– Extract.ctrl

– Mcf.log

– Mcf.cmd

The latter three are the blank files that are to be created for futher

processing during simulation. Following directories are created after

launching the msc command.
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• GenStim

It contains a sub directory with ¡cut name¿ followed by a directory with

mode and then following files:

– Stimuli

This file is generated by msc flow depending upon the mode specified.

It provides the word-bit combinations for which physical locations i.e

the xy coordinates are to be obtained.

– Mcf.log

This is log file generated during the stimuli generation task.

– Mcf.cmd

This file defines the task of stimuli generation.

• Simu

This directory contains the msc simulation result files and intermediate

files required for simulation and are generated by the tool itself depending

on the inputs. For instance:

– Mcf.log

It is the log file for complete msc run from simulation to generating

logical addresses.

– Simu.log

It is the log file depicting the simulation progress.

– Simu.err

This file consists of logical addresses of all the memcells being ac-

cessed during stimulation or the memcell corresponding to the spec-

ified word-bit combination alongwith the time its being executed.

– Paths

It picks up the logical path of the memcells accessed from simu.err

file.
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– Vect.dvf This file provides the address locations being toggled along-

with the clock cycle in binary form.

– Gen.spi

It contains the voltage supplies to the various ports in the top level

of design.

– Simu.cfg

It contains all the options required to run the simulation i.e. various

simulation commands to create required files to be used by msc to

generate results.

• GetXY

It contains a sub directory with ¡cut name¿ followed by a directory with

mode and further it contains the pos file.

– Pos

It contains the word-bit combinations alongwith the corresponding

XY coordinates.

2. ResultDB

It is an outout directory that contains directory with cut name containing the

file with XY coordinates alongwith word-bit. Its similar to pos file in WorkDB.
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3.2 Methodology

Figure 3.2: Flow of MSC methodology
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3.3 Result

Figure 3.3: Location of memcell from MSC Results

Figure 3.3 shows the excel sheet prepared from the MSC results for 12x46m1(words=12,

bits=46, mux=1). The row labels indicate the x coordinate and coloumn labels in-

dicate the y coordinate for memcells being accessed during scrambling. A word-bit

pair and its x-y coordinates are highlighted in red.
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Memory Characterization

Flow(MCF)

Semiconductor memories are capable of storing large amount of Digital infor-

mation. The ever increasing demand of low priced memories with low power con-

sumption, high speed operation, high density and small package size has driven the

fabrication technology & memory development towards more compact design rules.

The memory data storage capacity of a single chip doubles almost after every two

years. The number of data bits stored per unit area is one of the key criteria that

determine the overall storage capacity & hence the memory cost per bit. Another

important issue is the memory access time i.e. the time taken to store or retrieve

data in the memory array. The access time determines the memory speed. Static

& Dynamic Power consumption of the memory array is a significant factor to be

considered in the design because of the increasing demand of the low power appli-

cations.[3]

Memory characterization means to obtain the information about the behaviour

of memory in terms of different timings, power and pin cap. ”Performance Charac-

teristics” of SRAM is categorized as:

Timing Characterization : Setup, Hold, Access, Cycle time performance of
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a given memory at any given PVT.

Power Characterization : Dynamic power, Stand-by Power & Leakage (Static)

power of given memory at any given PVT

Pin Cap Characterization : Capacitance offered by input pins of a memory

to the stage driving it.

Cut is a memory instance made up of a number of memcells which are made of

transistors in turn. Every cut has some primary parameters. These parameters are

words, bits, mux, other features are also there which define a cut like Bank, redun-

dancy etc. These parameters depend upon the range and architecture of particular

memory compiler. This is a step prior to the fabrication of a particular memory.

Whenever customer uses memory in a chip , he checks whether the area , height

,width of memory of required words, bits , mux and capacity or any other feature

can be fit into the space available and the timings can be met by processor and

power consumption and leakage that can be allowed or not.

For the purpose of providing the various timings like cycle time , address setup

and hold time , power, leakage etc. to customer using it ,the memory have to be

characterized and to characterize the memory , it is to be simulated . In simulation

, a stimuli (types of waveform which are applied to different inputs of memory) is

given to a netlist. Netlist is basically whole memory circuit written in text form, it

is defined in netlist which type of transistors , resistances , capacitors are connected

at different places. Simulator is a tool which pass this stimuli ( input ) to netlist

(memory in text form) and output waveforms are obtained. And using another tool

measurement of different timings, power and leakage is done. Now the discussion of

how the structure of memory is there is shown.

4.1 Directory structure of MCF

Figure 4.1 shows the directory structure of Memory Characterization Flow (MCF)

is shown.[1]
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Figure 4.1: Directory structure of MCF

4.1.1 Setup files

• ToDo

ToDo is a file which needs to be sourced at a particular terminal where sim-

ulation is to be done. This file will set an environment variables which will

be used while running the simulation. The environment variable contains the

path of license file of the simulator ,path of the spice models and memcell and

path of other important tools required for simulation.

• .ucdprod

This file contains all the tools with their version which are needed for the

simulation.

• ucdprod

This file contains the path of all the tools (where they are downloaded) which

are defined in the .ucdprod.
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4.1.2 Input Dirctory

• SetupDB

This directory contains input configuration files for mcf. It contains two files

are :-

– Cutlist

Cutlist contains the number of cuts on which the simulation needs to

be performed. It consist of primary parameters (word, bits, mux) and

secondary parameters (bank,redundancy etc) , which are used to define a

cut. A cutlist can have a large number of cuts but the simulation is run

only on the corner cuts in order to save time and resources.

– Measure.Setup

This file contains the different PVT condition at which the simulation

needs to be done .PVT stands for Process , Voltage and Temperature.

The process can be min, max and typ. For ex. Min means slow devices

with large Vt , Process (Kind of process for N transistors) and Process

(Kind of process for P transistors) are both defined in the file. Different

supply voltages are also defined in this file. Temperature on which the

device is supposed to work is also defined in this file. We also define

for which task the simulation needs to be run .For ex. if have to run

simulation only for timing ,it is defined in this file.

4.1.3 Output Directories

1. WorkDB

The output directory WorkDB contains many sub directories . Each subdi-

rectories contains the result files and intermediate files (stimuli files, cutlist,

measure.setup, measure.script, analysis, header etc) and error log file used for

the particular task (mentioned in the flow file)being run. So, all the output
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files which are generated during the execution of flow are in the WorkDB.

There are different types of directories for different tasks. The directories are

named according to task,name and other neccessray parameters (specific to a

memory) etc. One of important file in the WorkDB is the lbf.log file. The

lbf.log file contains all the information starting from the time the command

for mcf starts executing to the end of the execution. The lbf.log file contains

the errors and warnings (which may help in debugging any error occurred dur-

ing execution of the task.) as well as the results. This file also tells about

the runtime of each simulator for the specific task. The result files present in

subdirectory of the particular task are measure.result (in which the values of

the measured parameters is given) and waveform files( with extension specific

to a compiler).

2. ResultDB

This is the output directory which contains only the results files . In the Re-

sultDB there different files. The number of files in the ResultDB is equals to

the total number of combinations of cuts defined in the cutlist and pvt condi-

tions defined in measure.setup. For example if there are three cuts defined in

the cutlist and two pvts defined in measure.script then ResultDB will have six

files, each having data for each cut under different pvt conditions. These files

contain only name of the parameter and its value mentioned in measure.result.

4.2 The Working of MCF

MCF takes an input setup (in directory SetupDB) and characterizes instances

defined in cutlist file at the PVTs defined in measure.setup file. It starts the process

by first preparing a ”netlist” or spi for the exact instance and then simulates it with

the help of other input files defined in the mcf setup.The various steps of MCF are

as follow :
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1. Generation of spi or netlist

A netlist is needed for simulation. Generation of netlist has been described

below

• A netlist is generated from the schematic of the memory compiler (with-

out extracted information).

• This netlist is named as pre layout.

• The pre layout contains all the leaf cells that may be needed for charac-

terization.

• A leaf cell is a sub circuit description of different blocks, present in the

memory compiler. Eg: It can be the ’Core’ block of the memory and it

can also be as simple as a NAND gate. Then, from the layout of the

memory compiler another set of netlists are generated , named as post

layout netlist

• The post layout also contains some leaf cells.

• The number of leaf cells in the pre layout is more than the number of

leaf cells in the post layout because the leaf cells of the post layout are

bigger than the leaf cells of pre layout and many hierarchy levels may be

flattened in one big post-layout leafcell.

After this, the mcf tool function operates on the pre layout and the post

layout alongwith basi.spi to produce a file named template.spi.From this

template.spi and the file command.be as well as the cutlist , a spi file

for each cut is generated . A spi file contains the netlist for the memory

under characterisation which simulated with the simulator. For every cut

& for every PVT defined in the cutlist and measure.setup file respectively

will have a different spi file.

The above process to is done by defining different task which are called

from the specific characterization task .
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2. Simulation

A Circuit file is generated by the mcf tool which includes the spi file, anal-

ysis file, header file, stimuli , option file and other parameters required for

simulation.Simulators used were Eldo (tool of Mentor Graphics), xa ( tool

of synopsis) etc. Eldo is considered as the golden simulator to generate the

output. This is considered as golden because its results are assumed to be

correct aand is used as a benchmark for other simulators . Simulators take

spi, stimuli, analysis and option file as an input for simulation. On running

mcf setup, a simulation is done by using the desired simulator. The number

of simulations would be for all the combinations of cutlist and measure.setup

entries.

3. Measurements

The simulation produces some waveforms as outputs. The waveforms are

stored in the filename with a specific extension (depends on the simulator

used). Once the simulation is completed, the desired measurements are done

on the simulated waveform using a tool and the results which we need to be

measured are kept in the result files. The parameters to be measured are

mentioned in measure.script. All the the result files are kept in the a separate

directory.

4. ResultDB

This is an output directory formed when the simulation are over. This direc-

tory only contains result files for a combination of cuts and pvts mentioned

in mcf setup. The result file contains all the values of parameter used for

characterization.The result file present here is processed in a specific format

and then given to customers.
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4.3 Flowchart of MCF Working

Figure 4.2: Flowchart to work with MCF
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4.4 Results

Figure 4.3: Result by MCF for single compiler

Figure 4.4 shows the results which are taken after characterize memory compiler

for timing with different spice simulators. It also shows values of different timing

parameters like access time, hold time, setup time etc.
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Chapter 5

Scripts

5.1 msc-genvect

This script generates vector file from stimuli file. Stimuli file gives the word-bit

combination that needs to be excited during memory scrambling to check the errors.

But compiler can not take input in human readable format. It needs to be converted

in some machine readable format which is called as vect file.

From vect file, the simulator stimulates given word-bit combination and the

report is generated in path file, pos file and other files that are human readable.

5.2 Pos vs. bitmap comparison

Pos file and bitmap files are generated from two different sources. Pos file contains

limited information about the x-y combinations corresponding to given word-bit

combinations. Where as bitmap file contains information about muxes, banks, re-

dundancy rows and x-y coordinates of given word-bit combination. Bitmap files are

generated from mathematical equations and it shows pure ideal condition. We can

say that it is textual representation of how the memory should be arranged in ideal

situation.

This scripts checks any discrepancy in both the files and reports it.

48



CHAPTER 5. SCRIPTS 49

Figure 5.1: Stimuli File and Corresponding vect file

5.3 msc - checkxy

This script check these types of errors:

1. Multiple Word bit combinations pointing to same coordinates

2. Single (word, bit) combination corresponds to Multiple mem cell locations -

short circuit

3. (word, bit) combination does not point to any location in the core - open

circuit

After toggling the bitcells simulator generates a report which has the following

information, 1) time stamp when the cell is toggled, 2) (x,y) coordinates where the

toggling has actually took place, 3) whole hierarchy of the bitcell.
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Figure 5.2: Pos file

From this information we can extract the three types of errors mentioned above.

This extraction task has been done through a script written in perl.

5.4 Masis Tool: GDS vs .masis file comparison

The actual gdsvsmasis.tcl script calls various tools including mpt (memory pattern

generator), vpg (verification pattern generator), xa or eldo simulator, hercules lvs

extractor to replicate the whole task covered by MSC tool.

But few of the tool are not supported in ST, also the tool calling mechanism

is different in ST environment. The methodology used by MASIS tool is totally

different from that is being used by ST. So the understanding of MASIS tool is going

on. Simultaneously the script that is being run by MASIS tool is being changed as

per the understanding. Tool calling methods have been changed, unsupported tools

were removed and their counter parts were inserted in the script.
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Figure 5.3: CSV file

Figure 5.4: Errorneous Rows - Pos vs CSV comparison file

Figure 5.5: Types of errors that can occur in memory scrambling



Conclusion

This project has greatly increased my knowledge in the field of design flow. I

have learnt a lot about the architecture, working and characterization of the memory,

need of physical and logical addresses of memcell in a memory compiler.

One can run simulation on any kind of stimuli on the newer MSC setup. It

has the flush/refresh cycle in it which refreshes the memory array before accessing

the next memcell. Testing of a memory chip requires the user to know about the

locations(physical and logical). The latest MSC tool verifies various toggling errors,

it cross checks bitmap file vs MSC output, hence the reliability has incrased greatly.

It includes learning basic Perl and Shell languages.

Also there are some changes done in the setup of Characterization tool (MCF)

which will make the characterization process fast. Simulators from various vendors

are cross checked on a common platform, their gain and losses were calculated and

feeded back. This has increased my confidence and sense of responsibility a lot.
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Future scope of work

With the shrinking technology the complexities in Design Flow are increasing, hence

human efforts have to be increased. Here automation comes into the picture. Au-

tomation can be implemented at various design stages in Memory Design flow. It

also enhances the efficiency and reduces human efforts.

The enhancement in MSC and MCF can be done as per follow :

• MSC

– Improvement in MSC accordingly to the shrinking Technology

– Runtime improvement

– To make MSC compatible with multiple simulators

– Testing the newer tool MASIS to reduce the designer’s efforts nearly to

zero

• MCF

– Runtime improvement

– Efforts reduction

– Adding flexibility with options
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Annexures

• Glossary

1. Memcell: It is the basic component present in the memory

array organisation. Individuals memory cells are arranged in

an array of horizontal rows and vertical column. Each cell is

capable of storing one bit of information.

2. View: A particular representation of cell in industry stan-

dard format. Each cell may have a layout view, schematic

view, timing view etc. Each view specializes in providing a

particular information of cell, in a standard or usable format.

Some views are related to physical design of cell and some

are related to Performance of cellThus enabling designers, to

accurately analyze any given design, which in turn helps in

optimizing the design performance

3. Library: is a collection of various views that are useful in

designing a chip

4. PVT: The abbreviation stands for Process, Voltage and Tem-

perature. The operating condition cannot be a fixed value,
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thus any design/cell must be qualified to perform under a

range of PVTs. Since all the three have direct impact on

cell’s performance (speed, power consumption, leakage etc.),

operating conditions are an important consideration for de-

signers.

5. Technology: Defined as the process in which the silicon is

being manufactured. It is the minimum gate length possible.

6. Critical Path: The longest path traversed by an input sig-

nal to reach at output node in the circuit to produce the

desired output. This path decides the maximum delay for

an input signal to travel from input node to output node. If

this delay is characterised then all other delays would be less

than this and need not be characterised .

7. UNICAD: stands for ’Unified Computer Aided Design’. UNI-

CAD is a concept deployed in ST to enable the combined us-

age of different tools from various vendors and ST’s in house

tools/product ensuring the compatibility between them.

8. Cut: A ’cut’ is the name given to memory serving (user

given) set of specifications. Memory designed in ST caters to

a range of words/bits/mux etc.

9. Generators: A generator is a UNICAD product which sup-

ports the creation of a view (& related task) in accordance

to the user given inputs. The user given input includes the
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specifications of memory (i.e. cut), operating condition & de-

manded view. Generators are categorized into FE, BE and

Model, where each of them supports a defined set of view.

10. FE Generator: Front-End Generator is unicad product

which caters to characterization specific view generation (e.g.

datasheet, apache, timing etc.)

11. BE Generator: Back-End Generator is a unicad product

which caters to physical views generation (e.g. CDL, GDS

etc.)

12. Model Generator: Model Generator is unicad product which

caters to behavioural views generation(e.g. Verilog)

13. Compiler: All the three generators FE, BE and Model cor-

responding to same memory design constitute a compiler for

the given memory.

14. Aspect ratio: is the ratio of row to the column

15. Cdl: Its the netlist file of the schematic defining the circuit

and the subcircuits used in the design. It defines all the pins

and ports and their connections in spice format.

16. Gds: Its the layout netlist file defining the circuit and the

subcircuits and the layers used for all interconnects and in-

stances.
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