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Abstract

Computing resources can be accessed on pay as you go basis in cloud computing.

Virtualization is the core idea behind cloud computing. Live migration is the process of

transfering a running virtual machine between different physical computer node without

disconnecting the user.In live migration process system memory are transferred from the

source physical host machine to the target machine. Live Migration is beneficial for load

balancing and energy saving of physical machines in cloud computing.

Live migration leads to performance loss that cannot be ignored in cloud computing,

if critical business goals are to be met. This work classify and evaluate current technique

with respect to determine costs of virtual machine live migration with respect of total

migration time.

The dissertation mainly focus on how migration process work and how to minimize

the total migration time .Live migration problem is addressed by the various technique

of migration.
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Chapter 1

Introduction:Cloud Computing

1.1 What is Cloud Computing?

Cloud computing is almost each and every place. Visit any IT website or Pick up any

magazine ,you all see ”talk” about cloud computing. The main problem is that no one

have the same opinion what actually it is. In year 2008 CEO of Oracle company examine

cloud computing issue and saying that the term was overused in the computer world.Cloud

Computing defines by Berkeley RAD Lab as follows: Cloud Computing include both the

hardware and systems software in the cloud computing and the applications delivered

as services . The services is known as Software as a Service.In public cloud ,cloud is

made available in a pay-as-you-go manner to the public;while private cloud is only for

particular oraganization and not available to the public.

Thus, Cloud Computing is the combination of Utility Computing and software as a ser-

vice, but does not include Private Clouds.

Cloud Computing term has been explain in number of way by professional it com-

panies,academics, industry practitioners, analyst firms.Cloud computing is a large pool of

accessibleand usable resources like hardware, development platforms and services.Resources

can be runtime configured to adjust workload , allowing for an optimum resource utiliza-

tion also called load balancing.
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Figure 1.1: Cloud Computing

1.2 Motivation

Virtual Machine are placed in servers so that clients requests are serviced in an best pos-

sible manner.Virtualization is the main key concept of cloud.Live migration is the process

of transfering a active virtual machine from one host to another without disconnecting

the client in cloud. Live Migration is basically for getting energy efficiency,high availabil-

ity of physical machine and for load balancing.

1.3 Scope of the Work

Proposing a taxonomy for live migration,a migration costs and the parameters that may

influence migration process.Based on previous work which is already done for live vir-

tual machine migration evaluating previous results of migration.And resume with which

migration techniques were already examined, which parameter they depends and how it

can be expressed in formal models.Identifying and evaluating open issues and propose

important parameter that have not bear in mind in previous work.
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1.4 Organization of Thesis

Following this introduction, chapter 2 presents an overview of the traditional migration

techniques, followed by introduction of migration and its requirements.

Chapter 3 presents a literature survey of previous work to date in the domains of Live

Migration that is related to the work presented in the remainder of the thesis.

Chapter 4 proposes an algorithm based on pre-copy memory migration technique with

the detailed explanation of the algorithm.

Chapter 5 describes the methodology used in implementing each step of the algorithm

whereas chapter 6 shows the experimental results .

The thesis ends with discussing the conclusions derived from the work and explores

some future enhancements that can be made to the algorithm in Chapter 7.
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Chapter 2

Purpose Of Virtual Machine

Migration

In year 2008 Google estimated 200,000 to 500,000 servers, included in 36 data centers.

Microsoft Added 10,000 servers per month in 2008 FaceBook added More than 30,000

servers in its data center in 2008 .Cloud Infrastructures and data centers have to effi-

ciently use their huge scales of hardware resources.

Roles of a Data Center: (1)Flexibly remap hardware among VMs. (2)Balance work-

load (3)Save energy (4)Enhance service availability and fault tolerance.

Live migration is a process that migrate the whole OS and its application from source

physical host Machine to destination machine.The Virtual machines are migrated lively

Without disconnecting the application running on source physical machine. The advan-

tage of live virtual machine migration include energy overheay, fault tolerance and load

balancing.

Virtual machine migration approach listed below:

4



2.1 Energy aware migration approach

The power eating of cloud data server center is mainly based on the utilization of the

data servers and their cooling systems. The Data servers need up to 75consumption even

at their idele condition.So there is a need for migration techniques that save the power

of servers by optimize the resource utilization at their pick level[7].

Figure 2.1: Energy Efficient Migration Techniques [7]

2.2 Load balancing migration approach

The Load balancing migration approach basically for distribute load across the physi-

cal data servers to improve the scalability of physical data servers in cloud computing

firm. The Load balancing focus in minimizing resource consumption, implementation

of fail-over technique,enhancing scalability of cloud and avoiding over-provisioning and

under-provisioning of cloud resources etc[7].

5



Figure 2.2: Load balancing migration techniques [7]

2.3 Fault tolerant migration approach

Fault tolerance migration approach allows the physical machines to continue its work if

any part of the machine fails. This approach migrates the vm from a one physical ma-

chine to the another physical machine based on the future predication of the failure.The

advantage of fault tolerant migration approach is to get better the availability of physi-

cal machine and prevent performance humillation of application which is running on it[7].

6



Figure 2.3: Energy efficient migration techniques [7]
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Chapter 3

Literature Survey

Virtualization facility make allows more then one operating systems run simultaneously

on the same physical host machine. Virtualization technology give the facility to migrate

vm from one source machine to another destination machine.

Virtual Machine Migration is a very useful for admin of Cloud data server center:

it allows clean division between software and hardware.Live Migration is beneficial for

efficient resources utilization , load balancing, energy saving.

Vm Migration methods are mainly two types:(1) live migration also refer as hot mi-

gration. (2) non-live migration also refer as cold migration

Live migration:

Vm continue running while migrating process start and does not lose its status.client

doesnt feel any interruption in service in live migration.

Non-live migration:

status of the VM loses and user can notice the service interruption in non-live migration.

In live migration process, the state of a virtual machine to migrate is transferred.

The state consists of its memory pages and local file system. Local file system need not

be transferred. First, VM is suspended, then its state is transferred, and lastly, VM is

8



resumed at destination host.[1].

3.1 Fundamental of Migration

In Live migration process, virtual machines transfere from one physical machine to an-

other physical machine, while the virtual machines are on. The process of live migration is

limited to copying content of CPU registers and the memory state in between the hyper-

visors of cloud computing application software. To ensure that, modern cloud computing

systems use two methods (1)pre-copy and (2)post-copy technique .

3.2 Pre-copy approach:

Pre-copy approach,divided into three parts as shown in figure 3.1:

Figure 3.1: Live Migration algorithm [2]

3.2.1 Start stage

Start stage: In this stage, the Virtual Machine is continues run on source machine, while

virtual machine’s memory pages is iteratively copy from the source machine to the target

machine. It need some time to copy memory pages and in between the Virtual Machine

is runing on the source machine, some pages may be change by user ,that pages called

dirty pages and have to be resend in an next round to prevent memory consistency of

the system.

9



3.2.2 Pre-Copy End stage

Pre-Copy End stage: Pre-copy end stage depend on hypervisor of cloud platform software

that used threshold of iterations of memory pages already transfered.

3.2.3 Stop-Copy stage

Stop-Copy stage: In this level , hypervisor of cloud platform software suspends the Vir-

tual Machine to stop the process of changing the page which is called dirty pages and copy

the remaining dirty pages and processor registers status to the destintion machine.At the

end ,hypervisor of cloud computing platform software resumes the Virtual Machine.

3.3 Post-copy approach

In this approach hypervisor of cloud platform software first suspends the migrating Vir-

tual machine at the source physical machine, copy minimum cpu state to the target

machine and resumes the vm at target node and then start fetching memory pages from

the source machine.

3.3.1 Post Copy and its modified version

Post Copy technique with Demand Paging: Post Copy technique with Demand

Paging is very simple .When Virtual Machine resumes at the destination host, the mem-

ory accesses for page faults serviced by requesting the referenced page from the source

machine. So, servicing every page-fault will slow down the Virtual Machine because of

round trip time. Each page is transferred only once. So, post copy technique performance

for this approach by itself would be unacceptable regarding migration time.

Post Copy technique with Active Pushing:

In this technique the Virtual Machine pages is push from the source machine to the des-

tination machine although Virtual Machine running on the destination machine.If page

fault is occured then Virtual Machine can be serviced concurrently with the help of de-

mand paging. Active pushing technique avoids transferring fault pages to be transfered

by the target Virtual Machine.So, each memory page is transferred by only once with the

help of active push.

10



Figure 3.2: Timeline for Pre-copy and Post-copy [2]

Post Copy technique with Prepaging: The main fundamental behind post copy

withthe help of prepaging is to anticipate the chance of major faults to be occure in

advance and adapting the memory page pushing sequence to better reflect the Virtual

Machines memory access pattern. It is not possible to predicting the when page fault of

Virtual Machines occure, So technique works by with the help of the page fault address

as hints to finalized the locality of the Virtual Machines memory access pattern.

Source:http://grivon.apgrid.org/quick-kvm-migration

The basic idea of live migration algorithm, first proposed by Clark [5]. First Hyper-

visor marks all memory pages of source node as dirty pages, then transfer dirty pages in

several round to the destination node and stop this process when number of pages remain-

ing to be transferred from source machine to destination machine is less then predefined

threshold of maximum number of round is reached. Then Hypervisor mark transferred

pages as clean, So there is chance to pages become dirty which is already transferreed and

there is need to be retransfer that pages also. The Virtual Machine is stop at some point

on the source machine node for stop further memory pages writes and transfer remaining

11



Figure 3.3: Pre-Copy Vs. Post-Copy Memory Transfer

pages which is dirty pages.After transferring all the memory contents, the VM resumes

at destination..

The implementation describes by Nelson [6] of a migration process that uses vm tech-

nology to provide fast application migration, neither any of applications or the os need

to be modified. Performance is measured with hundred virtual machines, migrating con-

currently with standard industry benchmarks. It shows that for a variety of workloads,

application downtime due to migration is less than a second.

Remote Direct Memory Access (RDMA) was proposed by Huang et al. [7]. InfiniBand

is an emerging interconnects that give high performance and features such as Operating

System bypass and RDMA. RDMA is a direct memory access from the memory of one

source machine into that of another destination machine without help of source and des-

tination machine os. By using RDMA remote memory can be read and write (modified)

directly, hardware I/O devices can directly access memory without involving OS.

Luo [8] present a technique,in which transfers the virtual machine run time state,

including processor state, memory pages, and disk storage.He describe a three phase mi-

12



gration algorithm and incremental migration algorithm technique, which migrate the vm

back to the source node in a less time. During the migration process, all the write oper-

ation of memory pages to the disk storage are monitoring with the help of Block bitmap

technique.

Kuno, et. al.[2] proposed technique for performance evaluation of live and non-live

migration methods and show that performance of apllicaction on a migrating vm severely

declines. The important reasons for the decline are a source machine and destination ma-

chine Operating System . They also analyze the reasons of I/O performance decline.

Feng et. al. [9] describe performance of VMotion . VMotion performs good in gen-

erating total virtual machine migration data when migrating Virtual Machine instance

than XenMotion. The performance of VMotion degrades with network delay and packet

loss of data. VMotion performs worse in the presence network delay and packet loss of

data.

13



Chapter 4

The Proposed Algorithm

The behaviour of live and non-live Virtual Machine migration technique could be

evaluate with the help of listed below metrics [1].

4.1 Design Metrics

• Preparation Time:

The time between initiating virtual machine migration process start and transfer-

ring the Virtual Machines cpu state to the destination machine,during which the

Virtual Machine continues to run.

• Down Time :

The time in which Virtual Machines execution is stopped known as down time .

• Resume Time:

Require time for resuming the Virtual machineMs execution at the destination and

the end of migrational together is knows as resume time at that stage all depen-

dencies on the source node must be eliminated .

• Total Pages Transferred:

Total count of number of memory pages and number of dirty page transferred in

above time periods. post copy approach transfers most during resume time and Pre

14



copy approach transfers most of memory pages during preparation time.

• Total Migration Time :

The time between star of migration and stop the migration process is known as

total migration time. Total migration time is very crucial because it affects the

release of resources off source machine and destination machine.

4.2 Migration Cost

virtual machine migration process performance is important aspects.Two parameters is

very crusial: (1)The total migration time and

(2)The down time.

Machine’s performance loss is another important parameter during live migration pro-

cess. To identify dirty pages, the source machine hypervisor of cloud computing platform

software has to observe Virtual Machines memory, which slows down migration process

because of write operation of memory and thus execution and throughput of application

running on the Virtual Machine[9].

In pre copy start stage and stop-and-copy stage, the hypervisor of cloud computing

platform software requires extra resources like network input and output module and

processor cycles. If there are not enough resources available, the resource allocation of

the migrated Virtual Machine is reduced and hence performance loos occurs.

another important parameter is energy overhead of live migration. It is due by the

network interface and resource utilization like processor.Live migrations energy overhead

to be considered, in the case when migration is supposed to optimize power consumption

in cloud data server centers.

4.3 Migration Cost Parameter for live migration:

live virtual machine migration has two main goals:

15



Figure 4.1: Taxonomy of Migration Cost [2].

(1) important parameters depends on which things.(2) design live migration models

that predict migration costs based on that parameters.

Mainly three parameters influence migration costs:

(1) Parameters of physical node.(2) Parameters of vm and (3) Parameters of infras-

tructure ussed for live migration process .

Parameters of physical node refer to the resource utilization of source machine and

destination machine.Beacuse live virtual machine migration generate extra load on pro-

cessor and on nic cards.Performance and energy consumption of physical machine depend

on the physical machine’s current load , main memory and local hard disc.

Parameters which is related to Virtual Machine show the behaviour of the Virtual

Machine that migrated from source machine to destination machine, Because time taken

by pre-copy approach highly depends on virtual machine memory size and on how many

pages become dirty page ,So add the size of the Virtual Machines memory and page dirty

rate to design live migration model.

4.4 Performance Model for Migration

Symbol :

tmig = Total Migration Time[second].

tdown = Down Time in [second].

16



Figure 4.2: Migration Cost Parameters [2]

vmem = Virtual Machines memory size.

d = dirty page rate [page/s].

b = network bandwidth between source machine and destination machine.

17



Algorithm : Proposed Live VM Migration Algorithm:-

/* Input */ nth ,vth ,pth ,vmem ,b ,d ,l

/* Output */ tmig ,tdown //

/* Initialization */

v0←vmem

vmig←0

tmig←0

tdown←0

/* Main loop */

For i = 1 to mth do

ti←(vi)/b

vi+1← d * l

tmig←tmig + ti

vmig←vmig + vi

If vmig > vth then

break

End If

End For

tdown←vi+1/b

tmig←tmig + tdown

18



Virtual Machine size and memory page size and network bandwidth are already

known, As the memory page dirty rate changes respect to time. and intially dirty pages

is approximately the same at the virtual machine workload.

4.4.1 Live Virtual Machine Migration Performance:

1. Calculating Migration Time:

The migration time tmig depends on,

(1) total amount of virtual machine memory vmig that is transmitted from source

machine to target machine

(2) network bandwidth b between source and target machine [6].

So ,it can be

tmig =
vmig

b
(4.1)

Live virtual machine migration process copy vm memory in many rounds.Intially,

it copy entire RAM from the source machine to the destination machine,and then

resend the pages that have been dirty.

Virtual machine memory pages that may be transfered, depends on the Virtual

Machines memory pattern and page dirty rate d , [8].

The dirty rate of memory page calculated by how many pages are written within

on second in memory.

Let l be the page size of memory and ti−1 is the time taken by previous round, Liu

et al. [9] calculate the amount of memory vmig,i) to be transferred at round i from

source node to destination node as in

19



vmig,i =

vmem i = 0

d ∗ l else

(4.2)

Assuming the live virtual machine migration process uses n rounds plus the final

stop-and-copy stage round, the total memory vmig is

vmig =
n∑
1

vmig,i (4.3)

Based on the equations in (4.1), in (4.2) and in (4.3) estimate the upper bounds

and lower bounds of migration time for live migration process[6].

In the senario of idel condition ,an idle Virtual Machine runs no applications and

not modify its memory content. So, the source hypervisor of cloud computing plat-

form software sends the total memory record in the first round of pre-copy round

and finishes the migration process.

In another senario,Virtual Machine whose dirty rate is high ,in this case each pre

copy round including the first one, consider all memory pages are being modified.

So, the live virtual machine migration system would have to transfer the whole

memory in each round of pre-copy. At the last pre-copy phase stop if the Virtual

machines whole memory is transferred mth times

2. Calculating down time:

The live virtual machine migration process suspends the Virtual machine during the

final round and copy the remaining dirty memory pages to the destination machine.
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So,After some time Virtual Machine continues to run on target host. As per page

dirty rate d, the page size l, the link speed b , the the down time tdown as in

tdown =
d ∗ l ∗ tn

b
(4.4)

The Upper limit and Lower limitof down time highly depend on the dirty rate, the

live virtual machine migration algorithm copy the whole Virtual Machine memory

, as in

0 ≤ tdown ≤
vmem

b
(4.5)

Lower bound limit reached, if the Virtual Machine is set idle and not change any

memory page, the upper bound limit reached if the page dirty rate is above band-

width of network.

3. Estimation of Live Virtual Machine migration Algorithm:

As per shown in algorithm migration time and down time is parameterized with

the help of following stop conditions:

(1) The maximum number of rounds nth,

(2) Total amount of memory v[th and

(3) the minimum number of dirty pages pth in last round.

And the Virtual Memory size vmem, bandwidth b,page dirty rate d and the page
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size l has to be known.

The live vm migration process runs maximum mth rounds.In every round the total

memory to be copy is calculated by quation (4.1) and (4.2). In each round the

amount of memory and the number of dirty pages are compared with thresholds

value.

The live virtual machine migration process terminate if any of these thresholds is

exceeded and algorithm give the migration time and down time.
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Chapter 5

Cloud Environment Setup:

This chapter covers the details of the tool used for implementation of the project and

other relevant details.Also explains the significance of some steps on the final output. In

this section implementation strategy is given with the computation expression and on

which platform that can be implemented and analyzed.

Openstack cloud environment is used to make private cloud, into that with the use of

virtualization components of openstack like

(1)nova-compute, (2)nova-scheduler

VM are created as per the request of user. This report is based on the live virtual

machine migration So, it need to implement proposed algorithm in with the use of nova-

api using python scripting language.

5.1 Tool Used

OpenStack is a collection of open source software that facilate to setup cloud. Rackspace

and NASA are contributors of the openstack. Rackspace contributed their ”Cloud Files”

platform to power the Object Storage module of the OpenStack and NASA contributed

their Nebula platform to power the Compute part.

The experiments are set up on three physical machine.Each machine has a 2.13 Ghz

Intel core i3 processor, 4 GB Ram,320 Gb Sata Harddisk and Ubuntu 12.04 with Linux
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kernel(with KVM module) and Openstack Cloud.

Simulation results may be vary, if there is change in configuration of physical machine.

OpenStack have five main module namely nova swift,glance,keystone,horizon.

5.2 Open Stack Architecture

Openstack works with many components to do computation, network- ing, image manage-

ment, storage management, process management, security managemenet using Identity

componenet etcs. All the different componenets are discussed in this section

Figure 5.1: Open Stack Architecture

The listed below figure shows a representation of communication between keystone

and dashboard with the OpenStack main module.

5.3 Interface :Horizon)

Horizon is a dashboard that can be used to manage OpenStack cloud services. That can

be used to create/manage image and instance, create keypairs for cloud, attach storage

to instances etc. also dashboard gives the user access to instance console and connect to
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Figure 5.2: Open Stack Module

an instance through VNC client.

Following package is installed before going further. Configuration of nodes:(for 3

nodes)

• Ubuntu 12.04 LTS

• OpenStack Essex

• KVM And vmbuilder

• MySQL

• Identity Service (Keystone)

• Identity Service

• Image Service (Glance).

• Compute (Nova).

• Add images.

• OpenStack Object Storage (Swift).

• OpenStack Dashboard
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Figure 5.3: Open Stack Instance communication flowchart]

5.4 OpenStack Dashboard (Horizon)

Login to the dashboard with username ”admin” and password ”cloud”

5.5 Services

The list of services defiend can be viewed on this page.

5.6 Flavors

flavors module used to launch an instance with custom configuration as per requirements.

5.7 Network Configuration

On This page configure the network for cloud setup.
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Figure 5.4: OpenStack Dashboard Login

Figure 5.5: OpenStack Services
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Figure 5.6: OpenStack Flavors

Figure 5.7: Open Stack Images
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Figure 5.8: Open Stack Network Configuration

Figure 5.9: OpenStack Instances
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Figure 5.10: OpenStack Instances Launch

Figure 5.11: OpenStack Instances Nettwork Configuration
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Figure 5.12: OpenStack Instances Succesful Created

Figure 5.13: OpenStack Instances Succesful Running

31



Figure 5.14: OpenStack Instances Succesful Running in web-browser
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Chapter 6

Result and Findings:

6.1 Configure Migration in Openstcak:

Live Migration of virtual machine allows an admin to move a virtual machine instance

from one source node to another destination node.

This service is very useful when a compute node requires maintenance and also some ma-

jor advantages discuss earlier. Migration can also be useful to balancing the load when

thousand of Virtual Machine instances are running on a cloud server.

6.1.1 Nova Environment:

Prepareing 3 node; the ip address is PC 1 :192.168.6.64 ,

Pc 2 :192.168.6.65, Pc 3 :192.168.6.66

PC 1 is the ”Cloud Controller”, and should running: nova-api, nova-scheduler, nova-

network, cinder-volume, nova-objectstore.

nova-compute is running PC 2 and PC 3 called compute node.

nova.conf is same in all node.

PC 1 is the server which exports instances, and PC 2 and PC 3 mount it.
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6.1.2 Configuration of system:

Configure DNS and check it is same in all nodes.

Use ping command to perform name resolution with each other.

Ensure that the UID and GID of your nova and libvirt users are identical between

each of your servers. This ensures that the permissions on the NFS mount will work

correctly.

Configure NFS at HostB and HostC by adding below to /fstab.

Pc 1: /NOVA-INST-DIR/instances nfs4 defaults 0 0

mount− a− v

CheckthatNOV A/instances/directorycanbeseenatHostA

ls -ld NOVA-INST-DIR/instances/

drwxr-xr-x 2 nova nova 4096 2014-04-10 14:34 nova-install-dir/instances/

Perform the same check at Pc 2 and Pc 3 - check perrmissions for write operation in

nova.

• Source Host A:192.168.6.64 running nova-api,nova-schedular,nova-network

• Source Host B:192.168.6.65 running nova-compute

• ping 192.168.6.64 from source pc 1 to destination pc 2

• Update libvirt configuration

• libvrt migrate –live ub-vm1 kvm+ssh://192.168.6.65/system

• Migration Process Start

• Check the log in /root/etc/nova/libvrt/log

6.2 After Succesful Migration

After configure migration parameter the virtual machine is running in destination host.
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Figure 6.1: OpenStack Instances Succesful Running in web-browser in destination host

6.3 Result and Findings

The Performance of live migration using modified pre- copy algorithem is compared with

traditional pre-copy based migration with the help of KVM. KVM is a built in migration

tool for cloud computing environment. KVM Is a virtual machine monitor,also called as

hypervisor.It allows several guest operating systems to be executed on the same computer

hardware concurrently.

VM Name Vm Size(Mb) Flavors( M.B) M. Time(s)

Mirantis 1800 512 160.62
Ubuntu 12.04 718 512 108.17
Open Solaris 605 512 100.32
Mini-OS 40 512 25.04

Table 1: Migration Time(S) of Different Vm in OpenStack Live Migration (Pre-copy)
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Figure 6.2: Migration Time(S) of Different Vm in OpenStack Live Migration (Pre-copy)

VM Name Vm Size(Mb) Flavors( M.B) M. Time(s)

Mirantis 1800 512 118.75
Ubuntu 12.04 718 512 66.39
Open Solaris 605 512 64.35
Mini-OS 40 512 16.46

Table 2: Migration Time(S) of Different Vm in OpenStack Live Migration (Modified

Pre-copy Algorithm

36



Figure 6.3: Migration Time(S) of Different Vm in OpenStack Live Migration (Modified
Pre-copy Algorithm)

Figure 6.4: Migration Time(S) of Different Vm in OpenStack Live Migration (Modified
Pre-Copy Vs.Pre-copy)
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Chapter 7

Conclusion and Future Scope

In this work ,Live Vm Migration Algorithm is design by various migration cost parame-

ters . Performance of modified pre-copy technique for live migration of virtual machines

depend on mainly threshold value of pre-copy stages and memory dirty page rate.

Finally, Algorithem improves the performance of pre-copy approch by reduceing the

migration time and the number of pages transferred in light workload environment with

low dirty rate of memory pages.

Live migration of Virtual Machine face problem of performance overheads due to the

unavailable service in the last stage of downtime .The performance overheads of live vir-

tual machine migration is affected by processor resource,memory size and workload types.

Still, the resource reservation in destination node will not help to improve the migra-

tion efficiency in terms of total migration time, it is essential to avoid the live virtual

machine migration failures because of unavailability of resources in the destination node.

The sufficient resources in the source node can make more parallel number of live migra-

tions and hence obtain better live migration efficiency.

Future scope will include design and implement efficient live vm migration mechanism

to improve the live migration efficiency in the multiple virtual machine scenario.
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