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Abstract

Late studies in grouping have proposed methods for exploiting the association data

mining standard. These studies have performed broad examinations to show their strate-

gies to be both proficient and faultless. Be that as it may, existing studies in this standard

it is possible that don’t give any hypothetical avocation behind their methodologies or

expect inreliance between a few parameters. Associative classification is another order

methodology incorporating acquaintanceship mining and characterization. It turns into

a noteworthy apparatus for information disclosure and information mining. This new

approach coordinates association mining and classification into a solitary framework. As-

sociation mining, or example disclosure, points to uncover enlightening information from

database, while arrangement concentrates on building an arrangement model for clas-

sifying new information. All around, both cooperation design finding and arrangement

principle mining are fundamental to commonsense information mining applications. Im-

pressive exertions have been made to incorporate these two strategies into one framework.

Cooperation principle mining is a standout amongst the most essential and generally in-

quired about techniques of information digging for graphic assignment, at first utilized

for business crate dissection. It discovers all the guidelines existing in the transactional

database that fulfill some base support and least trust stipulations. Grouping utilizing

Association tenet mining is an alternate real Predictive investigation procedure that ex-

pects to uncover a little set of principle in the database that structures a precise classifier.

In this dissertation, another system for figuring of weights in weighted associative

order by presenting the idea of Value Frequency (VF) and Inverse Class Recurrence

(ICF) in order of social database is proposed. It likewise gives the programmed figuring

of weights of every thing in the social database for forecasts. The VFICF is much like

the TFIDF idea utilized as a part of report order. It utilized the significance of a quality

which is extraordinary in different classes yet visit in a specific class.
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Chapter 1

Introduction

Classification and association standard mining are two vital information mining meth-

ods. Any classification strategy utilizes a set of characteristics or parameters to describe

every object, where these characteristics ought to be important to the current workload.

We consider here routines for directed classification, implying that a human master has

both decided into what classes an item may be sorted and additionally has given a set of

example objects with known classes. This set of known items is known as the prepara-

tion situated in light of the fact that it is utilized by the classification projects to figure

out how to classify objects. There are two stages to constructing a classifier. In the

preparation stage, the preparation set is utilized to choose how the parameters should be

weighted and joined together with a specific end goal to divided the different classes of

articles. In the application stage, the weights decided in the preparation set are connected

to a situated of questions that don’t have known classes with a specific end goal to focus

what their classes are liable to be. Association guideline mining discovers all rules in the

database that fulfill some base backing and least confidence constraints [2]. In association

principle mining, the target is not decided ahead of time for mining, while there is one

and only one decided beforehand focus in classification, i.e., the class label [11]. Associ-

ation mining plans to find expressive information from database along these lines known

as example disclosure, while classification concentrates on building a model for ordering

the data [11]. In down to earth information mining application both association design

revelation and classification are essential. Hence, one can get extraordinary investment

funds and conveniences if these two mining systems can by one means or another be

integrated [12]. Such a coordinated system is known as association classification. This
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schema could be fabricated proficiently and without misfortune of execution.

The integration is done by concentrating on an extraordinary subset of association rules

whose right- hand-side are confined to the classification class property. We allude to

this subset of rules as the class association rules (Cars) [1]. Another classification ap-

proach known as association classification coordinates association mining and classifica-

tion into a solitary system. Association mining, or example disclosure, means to run

across unmistakable learning from database, while classification concentrates on building

a classification model for categorizing new information. Generally, both association de-

sign revelation and classification tenet mining are crucial to down to earth information

mining applications. Considerable endeavors have been made to coordinate these two

systems into one framework.

By concentrating on a constrained subset of association rules, i.e. those rules where

the consequent of the tenet is confined to the classification class trait, it is conceivable

to manufacture more exact classifiers. We are attempting to use association guideline

revelation techniques to construct classification frameworks. It has as of recently been

demonstrated that the Associative Classifiers are performing admirably than traditional

classifiers methodologies, for example, decision tree and guideline induction. A mixed

bag of methods is produced through the integration of association rules and classification

referred to as affiliated classifications, for example, Classification Based on Associations

(CBA), Mining Car Association Rules (MCAR), and Classification based on Multiple

Association Rules (CMAR). Yet at the same time there is extent of change. We are

concentrating on enhancing the consistency of existing Associative classifiers.
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Chapter 2

Associative Classification

Associative Classification(AC) mining is a guaranteeing approach in information min-

ing that uses the affiliation principle disclosure procedures to build arrangement frame-

works. Associative Classification (AC) is an extension of a bigger range of experimental

study known as information mining. Air conditioning coordinates two known informa-

tion mining undertakings, cooperation tenet disclosure and grouping, to fabricate a model

(classifier) with the end goal of forecast. Arrangement and acquaintanceship guideline

disclosure are comparable undertakings in information mining, with the exemption that

the principle point of characterization is the expectation of class names, while cooperation

standard revelation portrays correspondences between things in a transactional database.

Association rule mining discovers all principles in the database that fulfill some base

support and least trust constraints [2]. For cooperation principle mining, the focus of

mining is not foreordained, while for arrangement principle mining there is unparalleled

one decided target, i.e., the class. Both characterization tenet mining and affiliation

standard mining are imperative to pragmatic provisions. Along these lines, extraordi-

nary investment funds and comforts to the client could come about if the two mining

procedures can by one means or another be coordinated. In this dissertation, we propose

such a coordinated schema, called affiliated characterization. The reconciliation is carried

out by concentrating on an uncommon subset of affiliation runs whose right-hand-side

are confined to the characterization class quality. We allude to this subset of leads as the

class acquaintanceship tenets. Another characterization approach known as associative

order coordinates companionship mining and characterization into a solitary framework.
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Association mining, intends to uncover elucidating learning from database, while arrange-

ment concentrates on building an order model for classifying new information. Impressive

deliberations have been made to incorporate these two strategies into one framework. A

normal affiliated arrangement framework is built in two stages:

1. uncovering all the occasion cooperations (in which the recurrence of events is huge

as per a few tests)

2. creating arrangement principles from the cooperation examples to manufacture a

classifier.

In the first stage, the taking in target is to uncover the cooperation designs intrinsic

in a database (additionally alluded to as learning disclosure). In the second stage, the

errand is to select a little set of important affiliation examples uncovered to develop a

classifier given the anticipating property.
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Chapter 3

Literature Survey

Numerous classifiers based on association rules have been proposed in the writing. The

fundamental thought is to create standards with a solitary thing in the subsequent and

to select guidelines with the characterized target trait happening at the ensuing. These

tenets are known as Classification Association Rules. The forecast technique works by

selecting leads whose forerunner blankets another occurrence (case) to be characterized.

At that point, a request is forced on these standards as indicated by a measure, normally

lead quality (e.g. certainty, lift). The best manage is decided to flame and the new case

forecast is the ensuing of this tenet. This strategy is known as Bestrule expectation.

Another methodology focused around both positive and negative principles was ad-

ditionally introduced[13]. The ”interestingness” of the tenets was focused around the

association coefficient that measures the quality of the direct relationship between a cou-

ple of variables. As information is not generally static in nature, it changes with time, so

receiving sequential measurement to this will give more reasonable approach and yields

much better comes about as the intention is to give the example or relationship among

the things in time domain[14]. As the record has a place with one and only of the

set brings about sharp limit issue which offers ascent to the idea of Fuzzy Association

Rules (Far)[3][9]. Weighted cooperative classifiers which are focused around the not at

all like characteristics weights are then introduced[15]. Each characteristic fluctuates

regarding importance[4][5]. Weights might additionally change with the proficiencies of

predicting[6].
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Chapter 4

The Proposed Approach

Associative Classification is another grouping methodology incorporating acquain-

tanceship mining and grouping. It turns into a critical instrument for information disclo-

sure and information mining.

The association classifier has positive qualities, quick preparing, great classification ex-

actness, and phenomenal elucidation. A cooperative classifier is a classifier utilizing

grouping decides that are transformed through a continuous example mining methodol-

ogy from a preparing information accumulation. This procedure is the same one utilized

as a part of conventional information digging for substantial log information of transac-

tional database.

Plenty of research has been done in the area of associative classification but still there is

scope of improving the accuracy and efficiency of associative classifier in many ways. We

proposed the algorithm Value Frequency based Associative Classifier (VFAC) for:

• weighted associative classification

• automatic calculation of weights of each item

• introducing the concept of VF(Value Frequency) and ICF(Inverse Class Frequency)

in relational database for the calculation of weight evolved from the concept of

TFIDF in document classification

Term Frequency
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• Term frequency(TF) is the easiest measure to weight each one term in a content.

• In this strategy, each one term is accepted to have criticalness corresponding to the

number of times it happens in a content.

• Term recurrence of each one statement in a report is a weight which relies on upon

the dispersion of each one statement in archives.

• It communicates the imperativeness of the statement in the archive.

• The weight of a term t in a content d is given by W(d, t) = TF(d, t); where TF(d,

t) is the term recurrence of the term t in the content d.

• It is calculated as:

[8]

TF (ti, dj) =

0 if nij = 0

nij∑m
k=1 nkj

if nij > 0
(4.1)

• where nij is the number of times ith term appeared in jth document;

k=1 to m;

m is the number of terms in that document

Inverse Document Frequency

• While term recurrence concerns term event inside a content, Inverse Document

Frequency (IDF) concerns term event over an accumulation of texts.[8]

• The natural significance of IDF is that terms which infrequently happen over an

accumulation of writings are profitable.

• The vitality of each one term is thought to be conversely corresponding to the

number of messages that hold the term.

• The IDF factor of a term t is given by:[8]

IDF (ti) = log
1 + |D|
|Dti|

(4.2)
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• where |D| is the number of documents;

|Dti| is the number of documents containing ith term.

TF/IDF

• TF/IDF is a system which utilizes both TF and IDF to focus the weight a term.[7]

• TF/IDF plan is exceptionally well known in content grouping field and very nearly

the various weighting plans are variants of this scheme

• TF/IDF can be calculated using formula 4.3.

TF (ti, dj) ∗ IDF (ti) (4.3)

4.1 Introduction to VF and ICF

Value Frequency(VF)

• In this method, each item in relational database is assumed to have importance

proportional to the number of times it occurs in a class.

• It can be calculated as

V F (vi, cj) =

0 if nij = 0

nij∑m
k=1 nkj

if nij > 0
(4.4)

• where VF(vi,cj) is the Value Frequency of ith attribute value for class attribute cj;

nij is the number of times ith attribute value appeared in tuples containing jth class

in class attribute;

k=1 to m;

m is the total number of attribute values present in tuples containing jth class in

class attribute.

• For example:

8



Record ID Age Smoke Hypertension BMI Heart disease

1 42 YES YES 40 YES

2 62 YES NO 28 NO

3 55 NO YES 40 YES

4 62 YES YES 50 YES

5 45 NO YES 30 NO

Table 4.1: Example of relational database

• In the given example calculation of VF(HypertensionY ES, HeartdiseaseY ES) is as

follows:

nij is nHypertensionY ES ,HeartdiseaseY ES
= 3∑m

k=1 nkj = 3

Therefore,

VF(HypertensionY ES, HeartdiseaseY ES)=3/3=1

• Similarly, VF(HypertensionNO, HeartdiseaseY ES)= 0

VF(HypertensionY ES, HeartdiseaseNO)= 1/2=0.5

VF(HypertensionNO, HeartdiseaseNO)=1/2=0.5

Inverse Class Frequency(ICF)

• The importance of each value is assumed to be inversely proportional to the number

of items that contain the value

• It basically finds out how rarely certain value is present in other classes.

• It can be calculated as:

ICF (vi) = log
1 + |C|
|Cvi|

(4.5)

• where |C| is the number of classes;
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|Cvi| is the number of classes containing ith value.

• For the same above example, the calculation of ICF (vi) is as follows:

ICF(HypertensionY ES)= log 1+|C|
|CHypertensionY ES

|= log 1+2
2

= log(1.5)= 0.176

ICF(HypertensionNO)= log 1+|C|
|CHypertensionNO

|= log 1+2
1

= log(3)= 0.477

VF/ICF

• It is used for assigning weights to each value in relation.

• It can be calculated as:

VF(vi,cj)∗ICF(vi)

• For the above example, the calculation of weight by VF/ICF is as follows:

VF(HypertensionY ES, HeartdiseaseY ES) ∗ ICF(HypertensionY ES)= 1∗0.176=0.176

VF(HypertensionY ES, HeartdiseaseNO) ∗ ICF(HypertensionY ES)= 0.5 ∗ 0.176=

0.088

VF(HypertensionNO, HeartdiseaseY ES) ∗ ICF(HypertensionNO)= 0*0.477=0

VF(HypertensionNO, HeartdiseaseNO) ∗ ICF(HypertensionNO)= 0.5∗0.477=0.2385

Interpretation of results:

As we can see in the given example, when Hypertension=No then class Heart disease is

always No so the weight of Hypertension=No for class Heart disease=No must be high.

According to the calculation proposed VF*ICF is also giving it high weight and as there

are no chances when Hypertension=No and Heart disease=Yes so it is also giving it zero

weight.

And also whenever Hypertension=Yes then mostly Heart disease=Yes and rarely present

for class Heart disease=No so its weight for Heart disease=Yes must be higher than that

of Heart disease=No. According to above calculation VF*ICF is giving higher weight

to Hypertension=Yes and Heart disease=Yes than that of Hypertension=Yes and Heart

disease=No.

Hence, it is theoretically proved that VF*ICF is giving right weights to each value.
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4.2 The Proposed Algorithm

The flowchart of the proposed algorithm is shown in figure 4.1.

Figure 4.1: Flowchart of the proposed algorithm

The steps of proposed algorithm Value Frequency based Associative Classifier(VFAC) are

as follows:

1. Pre-processing of data :

Discretization of data must be done so as to make it suitable for applying to apriori

algorithm.

2. Calculation of weights of each distinct values in the relation using introduced

VF/ICF method.

3. Generation of frequent Class associative rules.

11



4. Calculation of weights of each rule:

suppose a rule is such that:

{v1, v2, v3, v4} → cj

where {v1, v2, v3, v4} is the condition set and C is the class; Then, the weight of this

rule is=
∑n

i=1W (vi)

where W(vi) is the weight of value vi= VF(vi,cj)∗ICF(vi);

n is the number of values in the condition set

5. Sort the weighted associative rules according to decreasing precedence of each

rule.

6. Classify on the basis of matching of first encountered weighted rule. If no rule is

matched then the default class will be classified.

The precedence of each rule can be defined as:

• Given two rules, ri and rj, ri precedes rj or ri has a higher precedence than rj if:

– The confidence of ri is greater than that of rj[1]

– Or their confidences are equal, but the support of ri is greater than that of

rj[1]

– Or both the confidences and supports of ri and rj are the same but the weight

of ri is greater than that of rj

12



Chapter 5

Results and findings

5.1 Data set used

Implementation is done with real ordinal data SWD(Social Workers Decisions)[10]

which contains real-world assessments of qualified social workers regarding the risk facing

children if they stayed with their families at home and is composed by ten features and

four classes. The original donor of this dataset is: Arie Ben David, MIS, Dept. of

Technology Management Holon Academic Inst. of Technology and the owner is Yoav

Ganzah, Business Administration School, Tel Aviv Univerity. The data set is in the Arff

format. The brief description about the data set is given below:

• Number of Instances: 100

• Number of Attributes: 10 inputs and 1 output

• All input attributes contains numeric values and it has 4 classes

• There are no missing values

13



Figure 5.1: Result of discretization of dataset

Tools used

Netbeans IDE 7.3.1 tool is used for the implementation of the project. We have used

Weka API in java for the implementation.

Results:

The proposed algorithm is implemented in following order. We:

1. Pre-process the standard dataset i.e. the data set is discretized using the simple

binning method. The entire numeric attribute is discritized and the range of its

value is divided into 10 bins as shown in figure 5.1.
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Figure 5.2: Result for calculation of VF for each value of dataset

2. Calculate the Value Frequency(VF) of each value. For this, first total number of

instances for both classes was calculated. Then, the Value Frequency of each value

is calculated using the equation 4.3. The output of the same is shown in figure 5.2.
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Figure 5.3: Result for calculation of ICF for each value of dataset

3. Calculate the ICF(Inverse Class Frequency) of each value for all classes. This is

calculated using the equation 4.4. The output of the same is shown in figure 5.3.

16



Figure 5.4: Result for calculation of weights for each value of dataset

4. Calculate the weights of each value. This is done by using VF/ICF. The output

of the same is shown in figure 5.4.
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Figure 5.5: Result for generation of association rules

5. Generate association rules which are shown in figure 5.5. Generation of associ-

ation rules is done by using Apiori algorithm.
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Figure 5.6: Result for calculation of weights of each association rule

6. Calculate weights of each association rule which is shown in figure 5.6. For

this, weights of each item in antecedents with respected to class in consequent of

the same rule.
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Figure 5.7: Result for sorting of association rules according to their precedence

7. Sort the association rules according to decreasing precedence of each rule. The

output of the same is shown in figure 5.7.
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Figure 5.8: Result for classification on the basis of matching of rule

8. Classify on the basis of matching of first encountered weighted rule. The output

of the same is shown in figure 5.8.
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Figure 5.9: Comparison of accuracy of CBA and proposed algorithm(VFAC)

5.2 Accuracy:

The accuracy of our algorithm is measured by two methods:

1. Holdout Method: A certain amount of data (66%, 70%, 80%, 90%, 95% and 99%)

was reserved for training then the testing has been performed on the rest of the

data. The accuracy of the proposed classifier is compared with the existing classical

algorithm CBA(Classification Based on Association Rules). The comparison is

shown in the figure 5.9. The X-axis shows the amount of data in % used for

training and Y-axis shows the accuracy. It is observed that the proposed classifier

works better as the training data is increasing.

2. K-fold Cross Validation: The accuracy of the proposed algorithm(VFAC) and CBA

is calculated on the basis of 10-fold cross validation. Not much variation is observed

in the accuracy of both algorithm. The accuracy of proposed algorithm(VFAC) is

46.3% whereas the accuracy of CBA is 46.2%.

5.3 An Experiment:

As per suggestion recieved in a review, an experiment was carried out to test the time

taken by the proposed classifier with dataset of multiple class beacause when we are

calculating weight with VF*ICF then we need to calculate VF for each value and ICF

for all classes then VF*ICF will needed to be calculated for number of values * number

22



Figure 5.10: Result of calculation of weights on binary class dataset

of classes. So, it may take large amount of time. So, an experiment was carried out

to calculate weights with both datasets, one with binary class and other with multiple

classes and we found out that both datasets have taken same time for the calculation.

The result with binary class dataset is shown in figure 5.10 and the result with multiple

class dataset is shown in figure 5.11.
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Figure 5.11: Result of calculation of weights on multiple class dataset
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Chapter 6

Conclusion and Future Work

In this thesis, Value Frequency based Associative Classifier(VFAC) is introduced which

used the concept of VF/ICF in relational database for calculating weights of each value

to implement a modified weighted associative classifier in which weights are calculated

automatically. VF/ICF concepts in relation database are similar to the TF/IDF concept

in Document representation. Much accurate results are observed from the proposed

algorithm when compared to the CBA algorithm.

Implementation has been done with binary class dataset as well as multiple class dataset

and it is found that it is not taking more time with multiple class. So, the proposed

algorithm is not limited to binary class dataset. And the proposed algorithm can work

with any number of classes.

The method of calculating weights proposed in this dissertation can be integrated with

any type of weighted associative classifier to improve the accuracy of classification.
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