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Abstract

Charge Coupled Devices (CCD) work by converting light into a pattern of electronic charge

in a silicon chip.CCDs have features like high sensitivity, high linear dynamic range, elec-

tronic shuttering capability and low dark current.Various CCD architectures like linear

array, full frame, interline, TDI, etc. are used for various application.One of the main unit

in a CCD based satellite imaging system is Timing Generator producing various kinds of

readout clocks and control signals for different CCD architectures .

This Project discusses about the front-end ASIC design of programmable and precision

delay timing generator for various CCD architectures. Various CCD requires different types

and number of clocks for its operation. The aim is to provide flexibility in terms of number

of different types of clocks, effective image area, read out feature and a very precise delay

control for each clock. Programmable clock generation with precise delay is implemented

with an all digital Delay Locked Loop (DLL) because of its features like low power, smaller

area, high noise immunity and synthesizable circuit. Precise delay resolution in sub nano

seconds (approximately 620 ps) is obtained at clock frequency of 20 MHz. Programmable

pulse generation logic is designed which can generate pulses with variable frequency and

with variable pulse widths. The design is targeted with 180 nm technology. A single chip

can cater to support various CCD architectures with full programmability.

Assertion based and coverage driven constrained random verification of precision delay tim-

ing generator is carried out using system verilog.
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Chapter 1

Introduction

Charge Coupled Devices (CCD) work by converting light into a pattern of electronic charge

in a silicon chip.CCDs have features like high sensitivity, high linear dynamic range, elec-

tronic shuttering capability and low dark current.One of the main unit in a CCD based

satellite imaging system is Timing Generator producing various kinds of readout clocks

and control signals for various CCD architectures like linear, full frame, interline, TDI, etc.

based on the application. In general, CCD camera comprises of high-speed CCD sensor,

CCD output signal processing circuits, timing controller, timing generator, timing driver

and external optics system. One of the critical requirements of these CCD are accurate

clock pulse and sequences which are the main function of Timing generator and Control

block.[1][2]

1.1 Objective and scope of the project

The aim of this project is to carry out front end design of programmable high precision

timing generator ASIC which can generate the various driving time and processing time

sequences for various CCD architectures. It should also provide the flexibility in terms of

effective image area, number of clocks required for a particular CCD along with the pre-

cise and programmable delay control for each clock. An All Digital Delay Locked Loop

(ADDLL) is used in order to achieve the precise delay control of the order of 620 ps.. A

single chip can support various CCD architectures with programmable and precision delay

controls for critical clocks.

CCD driving clocks includes horizontal (readout) clocks, vertical clocks (image transfer/transport

clocks), storage clocks, stage selection clocks, reset clocks, exposure clocks etc. Processing

clocks includes clocks for CDS (correlated double sampling), black pixel clamping, Pre-

blanking clocks, ADC clock etc. to assure the high image quality of CCD camera.

In the Phase-I of this project, block level front-end ASIC design of timing generator is

1
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developed using VHDL. and the pre-synthesis simulation is done by developing the test-

benches in verilog(directed test cases). Also the synthesis, Static timing analysis and post

synthesis simulation of a Delay locked Loop (DLL),a critical block for precise timing gener-

ation is carried out.,Synopsys tools are used for design and analysis. The design is targeted

with 180nm technology. In Phase-II of the project, the synthesis of remaining design blocks

is carried out and analyzed for timing requirements (STA). Also SPI is developed for serial

writing into memory. Assertion based and coverage driven constrained random verification

of whole design is carried out using system verilog.

1.2 Organization of Thesis

The thesis is organized with Chapter 1 providing the introduction. Chapter 2 describes

about CCD fundamentals and introduction to CCD based satellite imaging system which

is part of literature survey. It provides basics of CCD operation, CCD structures, charge

storage and transfer operation, clock requirements in processing blocks and some details

about image data acquiring and processing system.

Chapter 3 discusses about different methodologies to obtain the precise delay control like

PLL, delay lines and DLL along with the methods for generating pulses with different pulse

width control.

Chapter 4 discusses design requirements and specifications including overall clock require-

ments which support all architectures, readout features for detector clocks,methods for

generating programmble clocks, design specification and parameters with different clock

categories.

Chapter 5 is about detailed design of timing generator, starts with proposed architecture for

timing generator which contains proposed architecture with details description of identified

blocks of design.This description includes block level information and functional description

for each block in detail.

Chapter 6 discusses about simulation and synthesis results.The design blocks are synthe-

sized and STA is done.The post synthesis simulation results are shown for various sub blocks

of the design.

Chapter 7 is about verification of whole design.The verification environment is developed

and various testcases are given randomly with constraints to achieve desirable coverage.

Chapter 8 is about the conclusion and future work of timing generator design.



Chapter 2

Introduction to CCD Fundamentals

2.1 Introduction to CCD

CCD (Charge Coupled Devices) detectors are widely used for imaging applications found in

space and astronomy.CCDs detect a faint amount of light, convert light into pattern of elec-

tronic charge in a silicon chip and produce high resolution images.The CCD is a discrete-time

device, i.e., analog signal such as light intensity is sampled at discrete times.The memory

function comes by shifting these charges, simultaneously, down a row of cells, also in dis-

crete time.[3] CCD can be used as analog memory. Applications include voice storage as in

a telephone answering machine.

The more important and universally recognized applications of CCD are seen in image

sensors. As an image sensor a CCD has an array of cells to capture a light image by the

photo-electric effect. The packets of charge are not initially converted to an electrical signal,

but rather moved from cell to cell by the coupling and decoupling of potential wells within

the semiconductor that makes up the CCD. At the end of the line the charges, from all the

different picture elements (pixels), can be converted to electrical signals. The idea here is to

have a large number (may be millions) of sensing cells in order to achieve good resolution,

but a small number (may be one) of readout cells for practicality.[4] [5]

2.1.1 Structure of CCD

The basic structure of CCD is shown in the figure 2.1. It consists of an image area (a square

array of pixels) of the CCD.An image then builds up that consists of a pattern of electric

charge. At the end of the exposure this pattern is then transferred, pixel at a time, by way

of the serial register to the on-chip amplifier. Electrical connections are made to the outside

world via a series of bond pads and thin gold wires positioned around the chip periphery.

3
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Figure 2.1: Basic structure of CCD[4]

2.1.2 Steps of CCD imaging Operation

CCD imaging is performed in a three step process:

(1) Charge collection in a CCD

Exposure converts light into an electronic charge at discrete sites called pixels.Photons

entering the CCD create electron-hole pairs. The electrons are then attracted towards the

most positive potential in the device where they create ‘charge packets’. Each packet cor-

responds to a pixel.

(2) Charge transfer which moves the packets of charge within the silicon substrate

Once charge has been integrated and held locally by the bounds of the pixel architec-

ture, there should be some means of getting that charge to the sense amplifier which is

physically separated from the pixels. The common methods used involve differing charge

transfer techniques like techniques for four phase (4φ) CCD, three phase (3φ) CCD, pseudo

two phase (P2φ) CCD, true two phase (T2φ) CCD[6].

(3) Charge to voltage conversion and output amplification [4] [5]

The packets of charge are eventually shifted to the output sense node where the electrons

(which represent a charge) are converted to a voltage that is easier to work with off chip.

Conventional techniques usually employ a floating diffusion sense node followed by a charge

to voltage amplifier such as a source follower.[6]
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2.2 CCD based Satellite imaging System

High speed CCD camera systems are better choice for high-end real time visible imaging

systems. All CCD based applications are completely dependent on the architecture of CCD

detectors, their operation and processing of their output signals.The timing generator part of

the CCD camera critically determines its performance.The working of CCD sensor depends

on driving sequences which assure CCD with high transfer efficiency, high signal-to-noise

ratio and credible CCD output signal while accurate CCD signal processing sequences en-

sures high quality of CCD image.[1][2]

Figure 2.4 shows Timing Generator along with other system interfaces for any CCD based

satellite imaging system. Complete system is divided into five blocks: CCD detector, Tim-

ing Generator, clock drivers, CCD output signal processing blocks and image data acquiring

system.

Primarily Timing Generator generates clocks and sequences for two blocks i.e. CCD de-

tector and CCD output signal processing. These clocks are required for image transfer,

readout, exposure, reset, shuttering etc. The CCD output is processed by signal processing

blocks which contain digitizer, CDS circuitry, black level clamp etc. Clocks required for

signal processing block are CDS clocks, blanking/clamping pulses for pre-blanking as well

as clamping the optical black region and latching clocks. The digitized pixel information is

sent to the digital image processor chip, which performs the post processing which forms

part of image data acquiring system. For synchronization between various blocks, additional

clocks are required which is generated in timing generator block. Each of these blocks are

explained below in detail.

Figure 2.2: System level architecture of CCD based satellite imaging system
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2.3 CCD Detector Array Architectures

CCD array architectures are driven by the application. These array architectures can be

categorized into various types:[7]

Linear arrays, Time delay and integration (TDI), Full frame, Frame transfer and Interline

transfer devices are used for various industrial applications, scientific applications, consumer

camcorders and professional television systems.Table 2.1 summarizes about clock require-

ments for these detector architectures.

Figure 2.3: CCD Array Architectures[7]



CHAPTER 2. INTRODUCTION TO CCD FUNDAMENTALS 7

Table 2.1 Summary of Clock requirements for CCD array architectures[7]

Type of 
CCD 

Description Clocks Required 

Linear array  As shown in the figure 2.3 
located next to each sensor is 
the transfer gate followed by 
CCD shift register. 

 A variant of this is bilinear array. 
For a fixed pixel size,the bilinear 
readout increases the effective 
charge transfer effciency as the 
number of transfers is reduced 
by a factor of 2. 

 Linear CCDs are used for fast 
operation and high resolution. 

 Transfer gate clock 
pulse to move the 
charge from 
photodiode into CCD 
transfer register.  

 Clock pulse for serial 
readout operation. 

 Reset gating clock 
when the charge is 
transferred from output 
register to amplifier.[7] 

Full Frame 
Arrays 

 Here, after the integration, the 
image pixels are read out line by 
line through a serial register 
which then clocks its contents 
onto the output sense node. 

  All charge must be clocked out 
of the serial register before the 
next line can be transferred. An 
electronic shutter can be used to 
shield the array during read out 
to 

          avoid smear.  

 The effective readout rate can 
be increased by factor of N, if N 
sub arrays are read out 
simultaneously. There is a 
tradeoff between the frame rate 
and image size.  

 The full frame design is used for 
CCD imagers with higher 
resolution and higher density. 

 Exposure clocks which 
pulses the CCD 
substrate to clear out 
accumulated charge 
for electronic 
shuttering. 

 Horizontal clocks 
          for pixel read out   
          operation         

Frame 
Transfer 

 A frame transfer imager consists 
of two identical arrays as shown 
in figure 2.3, one devoted to 
image pixels and one for the 
storage. 

  After the integration 
cycle,charge is quickly 
transferred from light sensitive 
pixels to storage cells and 
readout off chip is carried out 
simultaneously when storage 
array is integrating the next 
frame. 

 Continuous or shutter less 
operation is achieved resulting in 
faster frame rates than full frame 
device. 

 Lower resolution and higher cost 
than full frame architecture. 

 Exposure clocks for 
electronic shuttering 

 Horizontal clocks for 
pixel read out 
operation 

 Vertical clocks for 
shifting each line of 
pixels into serial 
readout register 

 Reset clocks for reset 
gating when charge is 
transferred from output 
register to amplifier  

 Storage clocks for 
transferring each line 
of pixel from image 
area to storage area.[7] 
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Interline 
Transfer 

 The interline array consists of 
photodiodes separated by 
vertical transfer registers (which 
are covered by an opaque metal 
shield).The signal charge 
produced is transferred to 
vertical shift register through 
transfer gate. 

 The main advantage is that 
transfer from active sensors to 
shielded storage area is quick as 
charge transfer is performed 
simultaneously for all pixels.  

 To solve the problem of smear, 
the signal charge is transferred 
to storage section at high speed.  

 

 Exposure clocks for 
electronic shuttering 

 Horizontal clocks for 
pixel read out 
operation 

 Vertical clocks for 
shifting each line of 
pixels into serial 
readout register 

 Reset clocks for reset 
gating when charge is 
transferred from output 
register to amplifier  

 Storage clocks for 
transferring each line 
of pixel from image 
area to storage area.[7] 

 Vertical sensor gate 
pulses to transfer pixel 
charges from light 
sensitive area to 
vertical registers 

Time Delay 
Integration 
(TDI) 

 TDI, shown in figure 2.3, is a 
specialized detector readout 
mode used for observing a high-
speed moving object under low 
light conditions normally 
undetectable by classic CCD 
imaging. 

 TDI is designed to allow 
continuous movement of the 
object past the sensor to 
produce a continuous video 
image of a moving, two-
dimensional object: a definite 
advantage over stop-then-start 
capture. 

 The number of lines on the 
sensor corresponds to the 
increase in sensitivity than a 
single line scan camera. 

 It provides exposure control by 
controlling the number of stages. 
This is generally achieved by 
turning off selection clocks. 

 Horizontal clocks for 
pixel read out 
operation  

 Vertical clocks for 
shifting each line of 
pixels into serial 
readout register 

  Reset clocks for reset 
gating when charge is 
transferred from output 
register to amplifier   

 Vertical transfer clock 
pulses are used to 
transfer pixel charges 
from light sensitive 
area to vertical 
registers 

 TDI stage selection 
clock  for selecting the 
number of stages for 
exposure and the last 
stage of each register 
has a separate clock to 
speed up the signal 
transfer and reduce the 
video settling time.[7] 
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2.4 CCD Signal Processing Blocks

CCD Analog Front-end (AFE )clocks or Processing blocks include double correlation sam-

plings (CDS) circuitry, black pixels clamp and ADC to assure the high image quality of

CCD camera, which is sent to image acquiring system after digitization.

These clocks and pulses include CDS (Correlated Double Sampling) Clocks, Blanking/Clamping

clocks and clocks for optical black region (CLPOB) which can reduce noise and sample true

image data, Pre-blanking pulses (PBLK) for pre-scan pixel removal and ADC clocks which

samples the true video signal and further sent to image data acquiring system.. All these

clocks and sequences are high frequency clocks.

The timing diagram for CLPOB and PBLK clock pulses are shown in figure 2.4 and figure

2.5 respectively. Here HD and VD are horizontal and vertical synchronizing pulse respec-

tively.

Figure 2.4: CLPOB and PBLK placement[9]

Figure 2.5: CLPOB masking[9]

Figure 2.6: CCD signal Double correlation sampling

This CDS technology is not only the important mean to restraint CCD camera noise but
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also an important part of the video signal processing. The changes based on the reset noise

and the reference level can be restrained by characteristics of correlation. The reset noise

from the reset gate pulse will be neglected when CDS technology is used. CDS can also

restraint the 1/f noise of the source follower.

The CDS circuit samples each CCD pixel twice to extract the video information and reject

low frequency noise. Figure 2.6 illustrates how two CDS clocks, SHP and SHD, are used to

sample the reference level (floating gate level) and data level (video level) of the CCD signal

respectively. The reference level corresponds to the zero photo electrons. But the video level

is not the actual signal level we required; it includes the video black level. If we only use

these two levels we would not get the true signal or image data which represent the incident

photons. The CCD has the black reference pixel or lines which show the video black level.

The Black clamp clocks inform the processing circuit the positions of CCD black pixels or

lines. So the CDS circuit gets the video black level and floating gate level. Then the black

pixel signal, VBLACK and the true image data, VDATA are attained in succession. The

value of VDATA is digitized by the analog-to-digital circuit. The A/D clocks should be

synchronous with CCD video signal. For digital image processing and data acquiring, three

synchronous clocks (pixel, line and frame) are necessary. [2][8]

2.5 Timing Generator

Timing generator is the critical block of a satellite imaging system. It provides various

clocks to all other blocks. Most importantly it generates various timing sequences like ex-

posure clocks, vertical (image transfer) clocks, Horizontal (readout) clocks, reset clocks,

storage clocks etc for driving the given CCD architecture and processing timing sequences

like CDS sampling clocks, latching clocks for digitizer and clamping clocks for clamping

circuitry.Apart from these, it also generates some synchronization pulses (line and frame

synchronization) for image acquiring system for post-processing and compression.

This Thesis discusses about design of precision timing generator which can support various

CCD detector architectures. The aim is to provide different types of clocks with different

readout features like rising/falling edge programmability with the precise delay control, po-

larity control, enabling control, masking, toggle positions, patterns, sequence and repeats

pattern groups, etc. This Design also supports flexible image area for CCDs. Following

Chapters show details about its design architecture and various features.
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2.6 Image data acquiring and processing systems

CCD detector output signal processed and digitized by signal processing block. All processed

image information is sent to image data acquiring and processing systems. This system can

have different sub-blocks based on requirements. In general, this block can have digital

image processing ASIC, image compression circuits, encoders and other image acquiring

systems. This section performs different operations like image compression, final output

image, image data acquisition and other processing.

2.7 Summary

This chapter gives basic idea about CCD architectures ,its working and also about system

level blocks for CCD based satellite imaging system.Following section provides detail of

Timing Generator block.



Chapter 3

Precision Timing Generation

Different types of CCD architectures and signal processing blocks require various types of

clocks as described in the previous chapter. One of the important feature required in these

horizontal and vertical clocks is the precise delay control. Typically delay control is achieved

by using different phases of clock.In order to obtain this precise delay control following cir-

cuits can be used:

1. Phase Locked Loop (PLL)

2. Delay line

3. Delay locked loop (DLL)

3.1 Phase Locked Loop (PLL)

PLLs are used for clock synthesis and hence can be used to generate different phases from

a clock.

A Phase-Locked Loop (PLL) is a feedback system that causes an output signal to track

a reference signal in phase and frequency. When both the frequency and phase of these

signals are synchronized, the PLL is said to be in the locked condition. The phase difference

between the output and reference is a known value when the loop is locked. PLLs are found

in a wide range of applications, including clock recovery, noise and jitter suppression in

communications, clock synchronization in memory interface and high-performance micro-

processors, and frequency synthesis for instrumentation and RF transceivers.

A basic PLL is a negative feedback system that consists of a phase detector, a low-pass

loop filter and a voltage-controlled oscillator (VCO), as shown in Figure 3.1 A divide-by-N

counter can be added in the feedback path to provide a frequency synthesis function. Figure

3.2 shows the waveform of a reference signal and PLL output when the loop is in lock (using

a divide-by-2 in the feedback path). The frequency of the PLL output signal is twice the

12
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reference with zero-phase difference (assuming N=2).

Figure 3.1: Block diagram of PLL

The basic operations of a PLL can be divided into three steps: First, the phase detector (PD)

matches the phase difference between two inputs and generates an error signal VPd whose

average value is linearly proportional to the phase difference.A Loop filter (LF)(which is a

first order system) is then used to suppress the high-frequency components of the PD out-

put, allowing the average value (DC or low-frequency) to control the VCO frequency.Finally,

an oscillator generates an output signal whose frequency is a linear function of the control

signal out of the LF. The generated signal is fed back to the input of the PD and another

phase comparison is started until the phase difference achieves a fixed relationship.

Figure 3.2: PLL in lock (N=2 in this case)

Figure 3.3: precision delay control with PLL clock

Figure 3.3 shows how PLL can be used to generate clocks with multiple and programmable

phase shift. Here ,for example to obtain 4 edge placement within the reference clock period,a

divider N=4 is required such that PLL output clock frequency is (4 x Reference clock) .So

if frequency of reference clock is 20 MHz, frequency of PLL output is (4 x 20 ) 80 MHz

and the phase resolution changes from 50 ns to 12.5 ns and a precise delay control can be

achieved.
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3.2 Delay line

In PLL based approach frequency multiplication is carried to generate different clock phases

out. Another way to obtain precise delays is to use a Delay Line.

Digital delay lines are classified into two types:[10]

1. Coarse delay line also referred to as Gate delay DCDL

2. Fine delay line also referred to as Sub gate-delay DCDL.

There are various number of delay line structures that are employed or that have been

proposed for different applications. The following section briefly discusses few of the com-

monly used DCDL structures.

3.2.1 Coarse Delay Line

The coarse delay lines are composed of CMOS logic gates and are cascaded to form a delay

line. The simplest of the delay lines for digital DLL is a chain of cascaded inverters with

each stage consisting of a pair of inverters and the required output tap is selected by a

multiplexer. The minimum delay of each stage is 2TD where TDis the average CMOS gate

delay and requires log2N storage elements where N is the number of stages. A coarse delay

line design is shown in the Figure 3.4. [10]

This implementation has four delay stages between the input and output. If the required

number of delay stages is more then it may load the input clock. To overcome the loading,

separate buffers must be introduced thus increasing the delay of each cell to more than 2TD.

This increase in delay would depend on the amount of added buffering.

A work-around to this problem is shown in Figure 3.5.[10] In this structure, the loading

on the input clock is prevented by varying the delay line in a telescopic fashion. Adapting

this structure eliminates the need to introduce internal buffering of the clock signal thus

maintaining the delay of each stage to 2TD. A shift register controls the delay of each cell.

For example, when Q [0] =1 and Q [3:1] =0 the output clock signal would have a two nand

gate delay i.e. the delay of A and B nand gates in cell 0. When Q [1] =1 and the rest of

the values are low the output path would be nand gate C in cell 0, nand gate A in cell 1,

nand gate B in cell 1, nand gate B in cell 0.[10]

Figure 3.6 shows another implementation of coarse delay line. Here, the delay line consists

of multiple delay cells connected in cascade. Each delay cell consists of a multiplexer (MUX)

and a buffer. The input1 of the MUX of first delay cell is connected to supply and for all

other delay cells the input1 is connected to the output of the previous stage cell. The input2
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Figure 3.4: Inverter based coarse delay line[10]

Figure 3.5: NAND based coarse delay line[10]

of all the MUX are connected to clock. The delay line is controlled through the select lines

which are the output of the control logic.[10]

Figure 3.6: MUX based Delay line[10]

3.2.2 Fine Delay Line

Two designs of the fine delay line, which generate delay by using the RC delay characteris-

tics are shown in Figure 3.7 and Figure 3.8.

The structure in Figure 3.7 relies on varying cell resistance. The branches are controlled

by using digital bits Q [2:0] which switch in a fixed specified pattern. The bits can only be

thermometrically encoded for this circuit due to poor linearity behavior of the circuit. For

increased dynamic range several stages can be cascaded. The greater the number of devices

that are ON at a particular time smaller will be the RC delay.[10]

In the second design of the fine delay shown in Figure 3.8, the RC delay increases with the

number of ON devices. The digital control bits can be encoded using both thermometric
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Figure 3.7: Typical digital controlled fine delay line[10]

and logarithmic codes due to linear characteristics of the circuit. As in former structure the

dynamic range increases by cascading several stages

Figure 3.8: Thermometric/logarithmic digital controlled fine delay line [10]

In case of coarse delay line the delay resolution obtained is in several hundreds of ps whereas

in case of fine delay line the delay resolution is in tens of ps.

Challenges in designing delay line:

1. Every delay element should have equal delay.

2. The resolution of delay line is obtained by the amount of delay that can be achieved with

a single delay element.

3. Another important thing is to get a 50 percent duty cycle of the output clock.Here

due to the rise and fall time propagation delay differences of different gates, the duty cycle

variations may occur.

3.3 Delay Locked Loop (DLL)

DLL can be used for a variety of applications which require precise time intervals. The

function of the DLL is to align the input clock and delayed clock through phase detector

(PD). Once this is done multiple phases can be derived from various stages of the delay line

with each providing a stable clock signal that is a phase shifted version of the input clock.
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DLL is a feedback system that aligns the feedback clock to the reference clock. This is

done by delaying the input feedback clock after passing it through a delay line and con-

trolling the delay using the control mechanism. Once the input feedback clock is delayed,

a phase detector (PD) compares the phases of the two inputs. Based on PD output value,

the delay is adjusted (increased or decreased) until the two phases are aligned.

A DLL is able to provide multiple clock signals which are separated from each other by

a well-controlled phase shift (delay). This application of DLL is utilized in obtaining high

precision clocks required for timing generators.

Generally a phase detector, delay line and a charge pump or counter make up a DLL.DLL

can be either primarily analog or digital depending on the design components.

3.3.1 Analog DLL

Analog DLLs (ADLL) were first used in clock distribution applications. The components

of a conventional Analog DLL are, phase detector, charge pump, low pass filter and voltage

controlled delay line as shown in Figure 3.9.[11]

Figure 3.9: Analog DLL

A phase detector compares two input signals and generates ”UP” and ”DN” output pulses

that represent the direction and magnitude of the input phase error.Considering simple type

of phase detectors such as the phase-frequency detectors are those which are only rising and

falling edge sensitive. They produce a single pulse at the UP or DN output for each pair of

input reference and feedback edges depending on which edge arrives first.

Some of the simple PD architectures are shown below. An XOR based PD is shown in

figure 3.10 . Once the difference is detected this information is passed on to the charge

pump for further action where the magnitude of PD output is proportional to the phase

difference between inputs. This kind of PD, however suffers from several limitations:

1. Any variation in the input duty cycle may cause this PD to generate wrong phase

information.

2. Since this PD has a single output it complicates the design of subsequent blocks namely

charge pump.
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A much superior PD is based on flip flops as it can detect edges irrelative of the input

signal’s duty cycle. This type of PD can be used for frequency detection along with phase

but the setup time may become a limiting factor in achieving good performance results. If

the setup and hold times are not symmetric this may introduce a regular phase error as

lagging and leading decisions based on the hold and setup times, respectively. This type of

PD has been proposed in [12] and is shown in Figure 3.11.

Figure 3.10: XOR based PD[12]

Figure 3.11: D-Flipflop based PD[12]

A charge pump, connected to the phase detector, sources or sinks current for the duration

of the UP and DN pulses from the phase detector. The net output charge is proportional

to the difference between the pulse widths of the UP and DN outputs. The charge pump

drives the loop filter which integrates and filters the charge current to produce the control

voltage.

Figure 3.12 shows a general structure of a charge pump: it consists of a couple of con-

trolled switches being controlled by the up/down signals from the PD and a couple of

current sources where one is a current source and the other is a sink. Depending on the

position of the switch, loop filter is either charged or discharged. This process continues

until the DLL is locked, after that charge over loop filter remains unchanged.[12]

Figure 3.12: Basic charge pump structure[12]

A charge pump based on this working principle has certain limitations: Due to mismatches
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between the charging and discharging currents may occur in jitter particularly once the DLL

is locked.The non ideal behavior of switches may also introduce jitter in the signal.

The most critical component in the performance of a DLL is a VCDL which directly influ-

ence DLL jitter performance and stability. The control Voltage drives a voltage-controlled

delay line (VCDL) in a DLL which generates a delay proportional to the control voltage.

Ideally, the delay generated by each stage is equal to Tref/n where Tref is the time pe-

riod of the input clock and n is the number of delay stages in a VCDL. Theoretically there

is no limit to the number of delay stages in a VCDL but there are some practical constraints.

It is to be noted here that the delay may not necessarily be an inverter. Both single ended

and differential structures have been implemented where the differential structures having

better common mode noise rejection characteristics.

An example of single ended delay cells based on current starved inverters is shown in Fig-

ure 3.13. Current changes with Vcontrol, thus changing the driving capability of the delay

stage.

Figure 3.13: Single ended voltage controlled delay line cell

Figure 3.14 shows a differential implementation of a VCDL delay line cell as discussed in

[12].The resistance of the diode connected structure would be:

rout = 1
gout

+ 1
rn

+ 1
rp

where gm is pmos load’s transconductance, while rp and rn are the output resistances of

pmos and nmos transistors. The transconductance can be expressed as

gm =
√
µp Cox

W
L

Iss

where Iss is the tail source current.Substituting this value of gm to the above equation rout

can be written as
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rout = 1
gm

The delay of each stage is proportional to the RC constant and can be expressed as

td =
√

2rout Cout

where Coutis the output capacitance at each node. It can be seen from this expression that

the time delay td can be directly controlled by controlling Iss.

Figure 3.14: differential implementation of a VCDL delay line cell[12]

Important points:

1. An Analog DLL is a complex analog circuit requiring process-specific implementation.

2. An Analog DLL generally provides better jitter performance at the expense of greater

complexity.

3. Scaling of analog integrated circuits directly affects output resistance and intrinsic gain

of the circuit. This results in higher power consumption and enhanced design complexity.

3.3.2 Digital DLL

Digital DLLs (ADDLL) are characterized by their use of digitally controlled delay line.

They are typically made of digital circuit elements. Figure 3.15 shows a conventional Digi-

tal DLL.Here there is a Phase Detector which compares the phase of reference and feedback

clocks and generates a single up/down signal depending on the phase error. To avoid false

detection the PD should spend minimum time in metastable state .The setup and hold

times must be reasonably small.The setup and hold times should be comparable so as the

resulting phase information is not biased. The clock to Q delay should be reasonably small

but is usually not a stringent requirement.
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Figure 3.15: Digital DLL[12]

Control mechanism (which can be of different types) is used to generate signals in order

to control the delay of digitally controlled delay line depending on up/down signal.

The delay line is the most important component of the DLL and has a profound effect

on the overall DLL performance. The various types of the Digitally controlled delay lines

have already been discussed in previous section.

Important Points:

1. If the clock frequency is f and its period is T,length of a delay line is N delay of a unit

delay element is t ,then for delay line to get locked over its entire length T= N * t resolution

= t.

2. Digital DLL has more noise immunity and synthesizable circuit makes it very attractive

for clock alignment applications.

A comparision of PLL, Delay line, ADLL and ADDLL is summarized in table 3.1.

Table 3.1 Summary of PLL, Delay line and DLL [12][17][18]

PLL Delay line ADLL ADDLL

At least a second Zero order First order Zero order

order system system system (LPF) system

To generate a No clock frequency No clock frequency No clock frequency

fractional delay clock multiplication multiplication needed. multiplication needed.

frequency needed. Less power Less power consuming Least power

multiplication is consuming consuming

required. Thus power

consuming.

Susceptible to PVT Susceptible to PVT Less PVT invariant as Less PVT invariant as

variations due to non variations compared to PLL. compared to PLL.

linear locking

behavior

VCO is supply and Noise immunity is Noise immunity better Substrate and supply
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substrate noise poor than PLL but poorer noise immune.

sensitive, phase error than digital DLL.

accumulates.

Occupies more area Occupies less area Occupies more area Occupies less area

than DLL than PLL and DLL than digital DLL. than analog DLL.

3.4 Approaches For Digital DLL Designs:

The Digital DLLs are characterized by the controller that is used to control the delay line.

Digital DLLs control can be divided into three categories.

1. Register controlled DLL

2. Counter controlled DLL

3. Successive Approximation Register controlled DLL (SAR -DLL)

3.4.1 Register controlled DLL (RDLL)

Fig. 3.16 shows the block diagram of the RDLL. The replica input buffer dummy delay in

the feedback path is used to match the delay of the input clock buffer. The phase detector

(PD) is used to compare the relative timing of the edges of the input clock signal and the

feedback clock signal, which comes through the delay line, controlled by the shift register.

The outputs of the PD, shift-right and shift-left, are used to control the shift register.

In the simplest case, one bit of the shift register is high. This single bit is used to select a

point of entry for CLKIn in the symmetrical delay line .When the rising edge of the input

clock is within the rising edges of the output clock and one unit delay of the output clock,

both outputs of the PD, shift-right and shift-left, go to logic LOW and the loop is locked.[13]

As shown in Figure 3.17, the input clock is a common input to every delay stage. The

shift register is used to select a different tap of the delay line. The complementary outputs

of each register cell are used to select the different tap: Q is connected directly to the input

A of a delay element, and Q* is connected to the previous stage of input B. From right

to left, the first LOW-to-HIGH transition in the shift register sets the point of entry into

the delay line. The input clock will pass through the tap with a high logic state in the

corresponding position of the shift register. Since the Q* of this tap is equal to a LOW, it

will disable the previous stages; therefore, it does not matter what the previous states of

the shift register are.
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Figure 3.16: Block diagram of RDLL[13]

Figure 3.17: Delay element in RDLL[13]

Important points:

1. RDLL is stable against temperature, process, and power-supply variations.

2.The locked time and the number of delay cells increase exponentially as the number of

control bits increases.

3.A symmetrical delay line is used in this approach . The delay line used in this DLL has

the same delay whether a high-to-low or a low-to -high logic signal is propagating along the

line.

3.4.2 Counter controlled DLL (CDLL)

Figure 3.18 shows the block diagram of the CDLL. It is similar to the RDLL, except that

an up/down counter substitutes for the shift register to control the delay line. The n-bit

control word from the up/down counter determines whether the input clock goes through

the delay stage or just passes it. The principle of operation is similar to that case in a RDLL

except that the n-bit up/down counter counts up or down to control the delay line.[14]

Important points:

1. The counter-based controller replaces the register-based to achieve better performance

as higher level abstraction is used for optimization.

2. The locked time and the required delay cells of the counter-controlled DLL are similar

to those of the register-controlled DLL.
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Figure 3.18: Block Diagram of CDLL[14]

3.4.3 Successive Approximation Register Controlled DLL (SAR-

DLL)

Besides the cost of chip area, another important parameter to evaluate the performance of

DLL is the lock time. In the case of the RDLL, if the point of entry of the delay line is

chosen in the middle at first, the longest lock time will be 32 input clock periods for the

64-stage delay line. In the case of the CDLL, if the initial value of the counter is set as 32,

the longest lock time will also be 32 input clock periods when a 6-bit up/down counter is

used. Both of the digital DLL mentioned above exhibit the same lock time.[14]

The block diagram of the SARDLL is shown in Figure 3.19. It consists of a Phase Compara-

tor, a digital-controlled delay line as in the conventional digital DLL’s, and an additional

frequency divider, an initial circuit (INCKT), and a 6-bit SAR to provide a control word

for the delay line.

The binary search algorithm is the main operation principle of the proposed SARDLL.

Theoretically, when a 6-bit binary-weighted delay line is used, a SARDLL can achieve lock

time of six clock periods, which is faster than a RDLL or a CDLL.

Figure 3.19: Block Diagram of SAR DLL[14]

Figure 3.20 shows the entire binary-weighted digital-controlled delay line. The number on

the top of each stage denotes the number of unit delay it provides. The delay line is divided

into two sections, coarse section and fine section. Instead of combining the stages controlled

by b4 or b5 into two stages with longer delay time, the 16-unit delay stage (controlled by

b4 ) is composed of two 8-unit delay stages and the 32 delay stage (controlled by b5 ) is
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Figure 3.20: Binary weighted delay line in SAR- DLL[14]

composed of four 8-unit delay stages. This is due to fact that the longer the delay time per

stage is, the more difficult it is for the rise time and fall time of the delay stage to match

with each other.[14]

Important points:

1. A SAR-DLL can reduce the locked time by using the binary search algorithm but it

increases the chip area.

2. Also as the binary weighted delay line is used , there would be considerable mismatch

between rise time and fall time of each delay stage.

It is planned to implement all digital logic (DLL) with counter control approach consid-

ering overall advantage in terms of power,complexity and size.

3.5 Edge Programmable timing signal generation (clock

pulse generation)

Timing circuits are typically required to generate signals having programmable phases and

pulse widths.

An edge programmable timing generator is shown in the figure 3.21. It is a circuit con-

sisting of three DLL and some combinational gates.[16]

A method of generating an output timing signal having variable pulse width, comprises

of the following steps

1. Generating an input timing signal having a predetermined logic high pulse width

2. Delaying the input timing signal by a predetermined fixed length of time and gener-

ating a delayed input timing signal (say signal 1)

3. Delaying input timing signal by a predetermined length of time corresponding to ris-
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ing edge value and generating a rising edge signal (say signal 2)

4. Again delaying signal 1 by a predetermined length of time corresponding to falling

edge value and generating a falling edge signal (say signal 3)

5. Performing a logic OR or AND operation on said rising and falling edge signals (signal 2

and signal 3)and generating an output signal pulse.Figure 3.22 shows the entire process of

Figure 3.21: An edge programmable timing signal generator

edge programmable output pulse generation from the input signal.

In operation, referring to Figure 3.22 A and B, a coarse “timing signal is shown in Figure

3.22 A having a predetermined logic high level pulse width, for example 1.5 nanoseconds.

The signal output from fix DLL is shown in Figure 3.22 B offset by a predetermined length

of time (eg. 0.75 nanoseconds) from the input coarse timing signal of Figure 3.22 A. With

no delay programmed into either of the DLLs (rise and fall) , the signal output from com-

binational gate logic is shown in Figure 3.22 C. Thus signals having logic high level pulse

widths greater than or equal to the pulse width of the coarse timing input signal can be

generated.

Now, in the event it is desired to generate a signal having a pulse width less than that

shown in Figure 3.22 C yet greater than the pulse width of the input signal, a delay factor

is loaded into rising edge DLL such that the output signal from DLL is delayed by a pre-

determined amount (less than the delay of delay register), as designated by the letter “D”

and the dashed lines in Figure 3.22 A. In response, the signal output from combinational

gate logic Figure 3.22 D.

Further, in the event it is desired to generate a signal having a pulse width greater than

that shown in Figure 3.22 C, a delay factor is loaded into falling DLL , as shown in dashed
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lines and designated by the letter “E” in Figure 3.22 B. In response, combinational gate

logic generates the signal illustrated in Figure 3.22 E.

Figure 3.22: Programmable Pulse generator waveforms[16]

It is possible to generate a low going pulse, having predetermined programmable rising and

falling edges which define a pulse width which is less than the minimum pulse width gener-

ated by the coarse timing circuit , as described above. However, in order to generate short

high going pulses, a short low going pulse is generated first by the above method, and the

pulse is subsequently inverted.

In order to generate a signal having pulse width less than the pulse width of the input

signal, first the pulse shown in figure 3.22 F is generated and is the inverted to obtain final

output pulse Figure 3.22 G. Further to generate a signal having yet a shorter pulse width,

refer to the figure 3.22 H and figure 3.22 I.

3.6 Summary

This chapter discusses about the various methods to achieve the precise delay control for

various horizontal and vertical clocks. An ADDLL is used due to its features like high noise

imuunity, low power, synthesizable circuit, etc. Also Delay lines can be used but they are
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PVT invariant. The method for programmable pulse generation using DLL with pulse width

control is discussed.



Chapter 4

Design Requirements And

Specifications

4.1 Clock Requirements for Timing Generator

As discussed, different CCD detectors requires different types of clocks. Based on literature

survey and study of different available CCD architectures [7], clocks are classified in two

categories i.e. CCD driving clocks and CCD signal processing clocks.

4.1.1 CCD Driving Clocks

• Exposure clocks

The CCD image exposure time is controlled by the exposure clock which is also known as

substrate clock signal, which pulses the CCD substrate to clear out accumulated charge.

This is nothing but electronic shuttering.

• Vertical clocks (image zone vertical / image transfer/transport clock):

These are low frequency clocks for shifting each line of pixels into horizontal outputs regis-

ters of the CCD.

• Horizontal clocks (readout register/ serial clocks):

These are very high frequency clocks for performing horizontal (serial) pixel readout oper-

ation.

• Reset clocks (reset gating clock):

This reset clock is required for reset gating when charge is transferred from horizontal out-

put register to output amplifier.

• Stage selection clocks:

29
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This clock is used for selecting the stages for exposure (especially for TDI CCDs). Its fre-

quency is same as image zone clocks.

• Storage area clocks :

This clock is required for the storage to transfer each line of pixels from image area to

storage area. These clocks are specifically used for frame type architectures.

• Vertical sensor gate pulses:

The vertical sensor gate (VSG) pulses are used to transfer the pixel charges from the light-

sensitive image area (i.e. photo diodes) into light- shielded vertical registers. These clocks

are specifically used for interline based architectures.

4.2 CCD signal Processing Clocks

• Blanking and clamping pulses:

These are internal clamping blanking pulses which are required for clamping and blanking

optical black region and also for horizontal vertical Masking.

• CDS clocks (Sampling clocks):

The reset noise from reset gate pulse will be neglected when CDS methodology is used. Two

sampling clocks are required for sampling which are SHP and SHD to sample reference level

and video (data) level respectively.

• Latching clocks:

These are also known as ADC clocks which are used to latch the output signal for post-

processing and other operations.

4.3 Programmability features of Detector Clocks

Different CCD requires different types of clocks with different features. These features pro-

vide various types of control on CCD operation, image readouts, exposure, processing etc..

Based on survey, different features are discussed below.

• Rising/falling edge programmability

This feature provides rising /falling edge programmability control for any high frequency as

well as low frequency clock within a pixel period as well as for multiples of pixel period.

• Polarity control for clocks

This feature provides the polarity control to any clock from high/low to low/high and vice-
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versa. This feature is used for high as well as low frequency clock generation.

• Mode selection for grouping of clocks

This feature provides grouping of clocks by programming in various mode. We can group

low and high frequency clocks in given mode for CCD readout.

• Blanking/ Masking/Clamping of pulses

This is very important feature in timing generator which is used in order to mask/blank/clamp

the clock with in a line. These features are useful for both driving (for internal masking) as

well as signal processing category of clocks.

• Toggle position control

Within a line, the different toggle positions of high as well as low frequency clocks can be

programmed using this feature. The toggle control is also provided within masking region

for high frequency clocks.

• Pattern groups

Within a line, pattern groups for low frequency clocks are generated by giving different start

position with respect to reference pixel location.

• Repeat pulse/ sequences

Low frequency clocks and sequences can be repeated with in line by adding information of

pattern group, pattern length of pixels with start position.

• Clock enabling control

Provides control on particular number of clock for given CCD detector.

• Variable frequency selection control

This feature provides the variable frequency selection control for high frequency clocks, for

a pixel clock with particular frequency.

4.4 Targeted Specifications for Timing Generator

The following section shows the specifications for Timing Generator

1. Maximum Pixel rate: 20 MHz

2. Maximum CCD size supported up to 64K x 64K pixels.

3. 20 high frequency and 30 low frequency clocks.

4. Required memory configuration is 1024 x 16 bit.
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5. Variable frequency selection for high frequency clocks.

6. 32 edge placement within pixel clock for coarse timing control of high frequency clocks.

7. Minimum programmable step size for high as well as low frequency clock edge is in sub

nano seconds at 20MHz.

8. For vertical clocks with variable start position (with reference pixel location), pattern

length and number of repeats within a line length selection, 4 pattern groups are required

each having 32 patterns for start, pattern length and repeat.

4.5 Summary

In this chapter the design requirements and specifications are worked out. Also the details

about different features are provided.



Chapter 5

Detailed Design

5.1 Top level architecture of Precision timing genera-

tor for CCD detectors

The overall system architecture is shown in the figure 5.1. The precision timing generator

generates 20 high frequency and 30 low frequency clocks i.e. total 50 CCD output clocks

required for various CCD driving and signal processing blocks.

Figure 5.1: Top level architecture of Precision timing generator

The overall system design can be divided into various blocks as shown in the figure 5.1. The

SPI is used to write various attributes of CCD clocks related information to the memory.

The configuration memory consists of the information like rising edges, falling edges,enabling

and polarity control, masking and toggle related information,etc. related to various CCD

clocks. The clock divider is responsible for obtaining the pixel clock from input clock using

appropriate divide logic (both even and odd). The control logic block decodes the clock re-

lated information from memory for other blocks. The horizontal and vertical timing control

contains coarse timing generators which are responsible for coarser delay control of clocks

,where the delay control is in multiples of pixel clock period .Whereas a common precise

33
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timing control has a fine clock generator that is used to have a fine delay control (in fractions

of pixel clock period) on high frequency and low frequency clocks. For the fine delay con-

trol a Delay Locked Loop is used to obtain precise delays in sub-nano seconds. These high

and low frequency clocks also have features like programmable masking and toggle within

masking regions. The low frequency clocks also has a feature of pattern group selection to

generate vertical timing sequences with various start, length and repeat control.

The various blocks of precision timing generator are explained in detail in the following

section.

5.2 Serial Peripheral Interface (SPI)

Figure 5.2: Block diagram of SPI

To configure the low frequency and high frequency clocks SPI is required for high speed

serial writing operation of clocks information in configuration memory.

As shown in the block diagram of SPI (fig 5.2), whenever load signal goes low and at

every rising edge of serial clock s clk, data is written in memory serially. Here 1 bit over-

head is used to differentiate between address and data. In this SPI, first a serial to parallel

conversion is carried out which stores a 17 bit of data in a register. If the MSB is 0, the

value stored in the parallel register is address (wadd) and if MSB is 1 the value stored is

data (dataout). The timing diagram for SPI is shown in the figure 5.3.

Figure 5.3: Timing diagram of SPI
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5.3 Configuration Memory for high frequency and low

frequency clocks.

Figure 5.4 shows the block diagram of configuration memory. It has a RAM and an initial-

ization sequencer. There are 5 inputs to this memory block: Register data in i.e. a data

bus which is 16 bits wide, address bus which is 10 bits wide, reset,clock and load. The size

of this memory is 1K x 16 bits and hence can have 1024 address locations.

Figure 5.4: Block diagram of configuration memory

Whenever the reset goes high, first the memory write operation takes place. After all the

information has been written in the RAM, lastly a fixed address location is written which

initiates the sequencer as the start signal is asserted and memory read operation takes place

in to the various configured data out registers one by one.

As per proposed architecture, for generating different types of clocks the information of

these clocks are required to be written in this memory. Details regarding register like regis-

ter type, purpose, description of that register, number of bits (memory requirements, data

bits position in location, memory location requirements, memory word estimation etc are

described here. All details are required to be written in memory at given location and bit

position.

5.4 Clock divider

The clock divider is designed to provide flexibility in the design as the detector can be read

out with different frequency.
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Figure 5.5: Block diagram of clock divider

As shown in the figure 5.5, whenever active high reset is asserted the input clock is di-

vided by the appropriate value to get the pixel clock with 50 % duty cycle and a divide-by-2

reference clock of pixel clock (clkrefby2). Divisor in obtained from memory output which is

5 bit wide and support maximum 20 division.The divider logic is split in two parts : odd

division logic and even division logic. The input clock is divided using any one of the two

described above based on the divisor value. The pixel clock is used as master clock for the

rest of the blocks. Figure 5.6 shows the waveform for clock divider.

Figure 5.6: Timing diagram for clock divider

5.5 Precision timing control

Precision timing control is one of the most important block to obtain very precise delays

and to improve the resolution of clocks generated coarsely. DLL with counter controlled

technique is used to generate precise delay control.

Referring to the block diagram of DLL as shown in figure 5.7,active high power on re-

set (which is the primary input of design) is used. Synchronous reset logic is used to avoid

meta stability issue. When Reset signal goes high,Phase Detector compares the phase of

input clock and feedback clock,which is the output of Mux based delay line, and generates

up signal. The counter based controller operates at clkrefby2 (which is input clock divide

by 2) and generates the count value based on the phase difference between input clock and

feedback clock. The control value obtained from the controller is used to select the tap

needed to align the input clock and feedback clock at the same phase and the loop is locked.
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Figure 5.7: Block Diagram of DLL

After the loop is locked,based on the phases given (Phasein1 and Phasein2) the correspond-

ing tap values are obtained(tap1 and tap2) from controller such that the output clock will

have required phase shift compared to the input clock.

Therefore the controller first shifts the reference clock by 360◦ .Now for achieving the desired

phase shift of PS◦ the controller selects the tap by given equation:

PS◦×N
360◦

Where N is the number of taps after lock is achieved resulting in 360◦ phase shift between

reference clock and clock output from the delay line.

The mux based delay line has a mux followed by a delay buffer as its unit delay element.This

lock signal of DLL is used as a delayed start signal for rest of the blocks of timing generator.

Hence all other blocks (except memory and clock divider ) functions only after the DLL

has been locked. The three main blocks of a DLL are 1. Phase Detector 2. Counter based

Controller 3. Mux based delay line.

5.5.1 Phase detector

Referring to the block diagram of Phase Detector (PD) in figure 5.8, here an XOR based

PD is used. The input reference clock and feedback clock (which is the output of the delay

line ) are XORed in order to generate a control signal ,up xor which is used to start the

counter in the controller block.

Finally the control signal ,up, is obtained at every rising edge of the reference clock so

as to avoid the metastability issues (setup and hold time violations).
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Figure 5.8: Block diagram of Phase detector

As shown in the figure 5.9 XOR gate compares the phases of two clocks and outputs the up

xor signal. At every rising edge of the reference clock , up signal is obtained. This signal

remains low up to the phase difference between these clocks is less than 180. Whenever

the feedback clock goes 180◦out of phase to reference clock, up signal goes high and again

becomes low when the two clock phases are aligned.

Figure 5.9: Timing diagran of Phase detector

5.5.2 Counter based Controller

The block diagram of the counter based controller is shown in the figure 5.10. This con-

troller operates at clkrefby2 (divide by 2 clock of pixel clock) to slow down the counter

operation. As a 96 tap delay line is used, a 7 bit (96 modulo) counter is needed to calculate

the control value. Whenever an active high reset is asserted the counter increments ,as

per the up control signal, until the phases of reference and feedback clock aligns and then

becomes stable at a particular value. Here the counter is initialized to a fix value (rather

than starting it form 0) to avoid false locking. Here a decoder logic is used to obtain one

hot encoding corresponding to control val , which is used as a selection control for delay line.

After the DLL is locked, the required number of taps for the desired phase shift (phase

value) is calculated using a multiplier and a subtraction logic. In order to assure that multi-

plier starts only after the DLL is locked, a multiplier pipeline delay is added using a chain of

Flip flops. The stable signal goes high after all the required tap values have been calculated
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and finally the tap value and the control value obtained are fed to the delay line.

Figure 5.10: Block diagram of Counter based controller

5.5.3 MUX based delay line

As shown in the figure 5.11 a unit delay element comprises of a Mux followed by a pair of

NAND gates. The design of this delay line is the most critical part in the entire DLL design.

To achieve delay resolution of approximately 620 ps, a 96 tap delay line is used for the clock

frequency of 20 MHz. The number of Mux selected depends on the control value. Whenever

the select signal is high the input clock passes as it is without any delay and whenever it

goes low, the input clock is delayed by a unit delay element value. Clock tap can be taken

out from anywhere in the delay line. (clk1 to clk96)

Figure 5.11: Block diagram of MUX based delay line

5.5.4 Fine clock pulse generator

By using DLL, precise delays of different clocks are obtained. Pulse generator is needed to

obtain the variable pulse widths of the input pulses obtained from the horizontal and vertical

clock generators. The block diagram of the fine clock pulse generator is shown in the figure

5.12. The core block of this logic is DLL. The values corresponding to fine rise and fall edge
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Figure 5.12: Block diagram of fine clock pulse generator

programmability are fed to this block from memory. After the DLL gets locked and delayed

start signal goes high the phase calculation logic consisting of multiplier and subtraction

logic calculates the phase values corresponding to these edges. DLL gives two output clocks

Clkr and Clkf for rising and falling edges values. Using these clocks the input coarse pulse

is latched, followed by some combinational logic, final output fine pulse is obtained.

For a 96 tap delay line the fine rise and fall edge values can be between (0, 95). The

coarse pulse latched with Clkr is clockr and the one with Clkf is clockf. The phase inputs

given to DLL are phaseout1 and phaseout2 respectively.

If pulse width of input coarse pulse is greater than a pixel clock period then fix signal

remains at logic low otherwise at logic high..

Figure 5.13: Timing diagram for case 1

The concept used here is that, in order to obtain shorter pulse widths, first wider pulse
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Figure 5.14: Timing diagram for case 2

widths are obtained and then these are inverted to get the final output pulse.The timing

diagram for obtaining the pulse width greater than and and less than original pulse width

are shown in the figure 5.11 to figure 5.14.

Figure 5.15: Timing diagram for case 3

Figure 5.16: Timing diagram for case 4
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5.6 Horizontal timing control

Figure 5.17: Block diagram of horizontal coarse clock generator

Figure 5.18: Timing diagram for high frequency clock

Horizontal timing control block generates 20 horizontal high frequency clocks which in-

clude read out clocks, sampling clocks like SHP and SHD, latching clocks like ADC, reset

clocks, etc.

The block diagram is shown in figure 5.17. This block is responsible for generating coarser

delays (where delay value is in multiple of pixel clock period). The config reg from memory

contains the information regarding coarse rising edge and falling edge value along with the

period information. These coarse rise and fall edge values can be between (0,31) (32 edges)

which provides the resolution of 50 ns for pixel clock of 20 MHz. The period value is to

vary the frequency of these horizontal clocks which division of pixel clock by integer value

, period value can be between 0 to 31 (5 bits). Here enabling and polarity control is also

provided for each clock. The timing diagram for high frequency clocks is shown in figure 5.18.
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Information stored in configuration register is decoded by FSM which provides edge delay

control for configured bits which contains rising and falling edge information with polarity

control . The delayed start signal used here is the lock signal of DLL, thus reset is not of

delayed start. Here a 5 bit counter is used to count up to the maximum value of 31. Hclock

is the high frequency output clock.

5.7 Vertical Timing Control

Vertical timing control block generates 30 low frequency clocks which include exposure

clocks, blanking and clamping clock pulses, storage and stage selection clocks. Apart from

these line and frame synchronization pulses are also included in this category.

The block diagram is shown in figure 5.19. This block is responsible for generating coarser

delays for vertical clocks (where delay value is in multiple of pixel clock period). The

configreg (16 bits) from memory contains the information regarding coarse rising edge and

falling edge value for vertical clocks. These coarse rise and fall edge values can be between

(0, 65536) which provides the resolution of 50 ns for pixel clock of 20 MHz. Here enabling

and polarity control is also provided for each clock.

Figure 5.19: Block diagram of Vertical coarse clock generator

Apart from these, one more feature is provided in vertical clocks which is the pattern group

and sequence selection for vertical pattern start, length and repeat information. Pattern

group consists of coarsely generated vertical clock with start position within a line whereas

pattern sequence consists of pattern group with number of repeats within a line. Start value

gives information regarding the offset value for different vertical clocks. Length value gives
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Figure 5.20: timing diagram for vertical pattern group

information regarding the vertical pattern length and repeat value determines the number

of times vertical sequence to be repeated within a line. By default the number of repeats is

1 and so the pattern length is the line length. All these information about pattern groups

is obtained from memory. The registers corresponding to these information are 16 bits wide.

There are 4 pattern groups provided in this design : Group A ,B,C and D.Each of these

groups have 32 patterns for start, 32 patterns for length and 32 patterns for repeat Thus

each vertical clock can be configured with any of these 32 patterns for start, length and

repeats.The timing diagram for vertical pattern group and vertical pattern sequence gener-

ation is shown in figure 5.20 and figure 5.21

Information stored in configuration register is decoded by FSM which provides edge delay

control for configured bits which contains rising and falling edge information with polarity

control. The delayed start signal used here is the lock signal of DLL, thus reset is not of

delayed start. Here a 16 bit counter is used to count up to the maximum value line length.

Also there are counter used for start position and number of repeats. Vclock is the low

frequency output clock.

5.8 Line and Frame synchronizing pulse generation

block

Image area registers in configuration memory in Timing Generator gives the information

regarding line size and frame size for a given CCD detector. Figure 5.23 shows the timing

diagram for line and frame size i.e. horizontal and vertical counter respectively. These

pulses are used for indicating the information regarding line and pixel numbers for a given
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Figure 5.21: timing diagram for vertical pattern group

CCD.

Block diagram for line and frame synchronizing pulses is shown in Figure 5.22, in which

image area registers of configuration memory having information regarding line size, frame

size, rising edge pulse polarity, enabling control etc. CCD size is supported upto 64K x 64

K. By default, HD and VD both are active low pulse with default falling at pixel location

0.

Figure 5.22: Block diagram of line frame Synchronization pulse
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Figure 5.23: Timing diagram of line frame Synchronization pulse

5.9 Exposure clock generation block

Figure 5.24: Block diagram of exposure clock generation

Timing generator generates low frequency clock pulses for shuttering operation. Ex-

posure clocks provide shuttering time in which light incidents, i.e. exposure of photon on

CCD’s effective image area. When exposure operation gets over, line transfer operation will

be initialized.Figure 5.24 shows the block diagram of exposure clock generation logic.

Figure 5.25 shows the timing diagram for exposure clocks. Fast shuttering can be provided

by High precision exposure clock while low / normal shuttering can be provided by Low

speed/ Normal exposure clocks.Exposure clock can support upto 4 toggle positions. User

can programme the toggle position in configuration memory based on shuttering operation

requirements.

Exposure clock generation logic has counter based FSM which works on pixel clock .Counter

counts upto the line length.
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Figure 5.25: Timing diagram for exposure clock generation

5.10 Horizontal and Vertical Masking block

During CCD readout, there is need to mask some pixels and lines. Apart from that some

driving clocks also requires masking in different readout modes. This block contains design

for 3 different pulses i.e. horizontal/vertical masking, pre-blanking pulse and clamping op-

tical black pulse. All these three pulse are required in order to mask horizontal/vertical

clocks, pre-blanking region and optical black region of CCD detector respectively. The

timing diagram shown in Figure 5.26 indicates all about horizontal blanking and clamping

optical black region.

Figure 5.26: Timing diagram for Masking
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The block diagram for masking signal generation is shown in figure 5.27. It supports up to

6 toggles. It is a counter based FSM working on pixel clock.

Figure 5.27: Block diagram of Masking signal generation

5.10.1 Masking Toggle generation logic

During Masking operation, when masking region is detected sometimes it requires the state

change from 0 to 1 or vice-versa. This is known as masking time toggle generation. This

feature is required special readout mode for specific detector like TDI architecture. In this

design this feature is implemented for high frequency which requires state change during

masking region. This logic works on pixel clocks which supports single toggle position within

a line length.

The block diagram and timing diagram for masking toggle generation is shown in the figure

5.28 and 5.29

Figure 5.28: Block diagram of Masking toggle generation
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Figure 5.29: Timing diagram of masking toggle enable

5.11 Summary

This chapter summarizes about the detailed block level design of the timing generator. Each

block has been described in detail along with its timing diagrams.



Chapter 6

Simulation And Synthesis Results

6.1 Block level STA results

The RTL coding of the design is done using VHDL language and synthesis, static timing

analysis and simulation is carried out using Synopsys tool. The design is synthesized in

180 nm technology. The synthesis and STA results at 20 MHz for various design blocks are

tabulated below:

Table 6.1 Operating conditions

Operating Condition Process Voltage (V) Temperature

Min 0.8 1.98 -40

Typ 1 1.8 25

Max 1.2 1.62 125

6.1.1 Horizontal coarse clock generator

Table 6.2 STA results of Horizontal coarse clock generator

Worst Slack(ns) Min Typ Max

Setup 13.41 12.52 11.41

Hold 0.34 0.56 0.78

Area: 438.54 units (1 unit = 4 nand gates)

6.1.2 Horizontal and vertical fine clock generator

Table 6.3 STA results of Horizontal and vertical fine clock generator

Worst Slack(ns) Min Typ Max

Setup 4.37 3.01 1.77

Hold 0.24 0.27 0.29

Area: 6946.58 units (1 unit = 4 nand gates)

50
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6.1.3 Horizontal and Vertical blanking

Table 6.4 STA results of Horizontal and Vertical blanking

Worst Slack(ns) Min Typ Max

Setup 13.99 12.58 10.98

Hold 0.5 0.78 1.12

Area: 814.18 units (1 unit = 4 nand gates)

6.1.4 Vertical coarse clock generator

Table 6.5 STA results of Vertical coarse clock generator

Worst Slack(ns) Min Typ Max

Setup 6.56 5.87 5.25

Hold 0.49 0.61 0.7

Area: 1344.50 units (1 unit = 4 nand gates)

6.1.5 DLL

Static timing Analysis was carried out to ascertain the operating frequency range of DLL.

Table 6.6 shows that maximum frequency is 1.06 GHz for Best PVT corner and 431MHz

for worst PVT corner; considering minimum 4 phases are obtained from DLL. Minimum

frequency is 41.61 MHz for Best PVT corner and 16.96 MHz for worst PVT corner

Table 6.6 STA results of DLL

Delay Type Min Frequency Max Frequency (with 4 phases)

Max 16.96MHz 431MHz

Typ 23.20MHz 588.23MHz

Min 41.61MHz 1.06GHz

Average delay of a delay cell is approximately 620 ps. Figure 6.1 shows the linearity of delay

line.

6.1.6 Line and frame synchronization pulse generator

Table 6.7 STA results of Line and frame synchronization pulse generator

Worst Slack(ns) Min Typ Max

Setup 12.57 11.68 10.68

Hold 0.39 0.43 0.54

Area:754.61 units (1 unit = 4 nand gates)
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Figure 6.1: linearity of delay line

6.1.7 Exposure clock generator

Table 6.8 STA results of Exposure clock generator

Worst Slack(ns) Min Typ Max

Setup 16.29 14.65 12.08

Hold 0.66 0.87 1.04

Area:622.55 units (1 unit = 4 nand gates)

6.2 Simulation Results

The post synthesis simulation results for different CCD clocks are shown in the following

figures:

6.2.1 DLL

Figure 6.2: Phase detector when phase difference less than 180◦
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Figure 6.3: Phase detector when phase difference equal to 180◦

Figure 6.4: Phase detector when phase difference equal to 360◦

The figure 6.5 shows the clock output obtained ,as per the input phase,after DLL gets locked.

Figure 6.5: DLL
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6.2.2 Fine clock generator

The simulation results for fine pulse generation with variable pulse widths are shown below:

Figure 6.6: Clock pulse with pulse width greater than pixel clock period and phase2 - phase1
> 180◦

Figure 6.7: Clock pulse with pulse width greater than pixel clock period and phase2 - phase1
< 180◦
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Figure 6.8: Clock pulse with pulse width greater than pixel clock period and phase1 - phase2
> 180◦

Figure 6.9: Clock pulse with pulse width greater than pixel clock period and phase1 - phase2
< 180◦
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Figure 6.10: Clock pulse with pulse width less than pixel clock period and phase difference
less than 180◦

Figure 6.11: Clock pulse with pulse width less than pixel clock period and phase difference
greater than 180◦

6.2.3 Horizontal clock

The simulation result for a horizontal clock with all features is shown in figure 6.12 The

coarse rise edge and fall edge are configured at 0 and 10 respectively. The rising edge of

coarse clock is further delayed by 90 and falling edge by 180. Also,2 toggle masking and

toggle within masking is shown.
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Figure 6.12: Horizontal clock

6.2.4 Vertical clock

The simulation result for a vertical clock with all features is shown in figure 6.13 The coarse

rise edge and fall edge are configured at 16 and 34 respectively.Further the start offset is

shown and the pattern is repeated 4 times to get the final vertical clock sequence.

Figure 6.13: Vertical clock sequence

6.2.5 Line and Frame synchronization pulses

The simulation result in figure 6.14 shows the clock pulse obtained for line length of 20 and

frame length of 2.
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Figure 6.14: Line and Frame synchronization pulses

6.2.6 Exposure Clock

The simulation result in figure 6.15 shows the exposure clock with 4 toggles.

Figure 6.15: Exposure clock pulses

6.3 Summary

In this chapter post synthesis simulation and STA results are shown.



Chapter 7

Verification

7.1 Directed v/s Constrained Random Verification

In Directed case verification approach, the test cases generated by stimulus are applied to

DUV, responses are collected and checked. Specific features of the design are verified by

each test case. So as the design complexity increases it becomes difficult to create test cases

which verify each and every feature of the design. Also the simulation becomes harder and

time consuming. Thus in this approach there is a possibility that corner cases are missed.

Figure 7.1: Directed Verification Approach

In Constrained Random verification approach, the test cases are generated automatically

and randomly. Also generating completely random scenarios is meaningless, so constraints

are given which control the random generation of test cases. Using constraint, the solution

space is defined, and randomization picks up scenarios randomly from the solution space.

Thus Constraint random verification reduces manual effort and code for individual tests.

59
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Figure 7.2: Constrained Random Verification Approach

7.2 Basic Architecture of Coverage Driven Constrained

Random Verification

Figure 7.3: Basic Architecture of Constrained Random Verification Environment

The goal of verification is to achieve 100% code coverage and functional coverage by writ-

ing deterministic and random tests.The brief description of these verification architecture

components is discussed below:

1. Stimulus Generator

Stimulus is generated automatically using System Verilog randomization based on the de-

sign specifications and sent to DUV by driver. Stimulus is also processed in other verifica-

tion components. SystemVerilog high-level data structures helps in storing and processing

of stimulus in an efficient way. Also , constraints are defined here. Error injection is a
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mechanism in which the DUV is verified by sending error input stimulus. Generally it is

also taken care in this module. Generator should be able to generate every possible scenario.

2. Transactor

Transactor does the high level operations like burst-operations into individual commands.

This high level stimulus is converted into low level data using packing. This low level data is

just a array of bits or bytes. Packing is an operation in which the high level stimulus values

scalars, strings, array elements and struct are concatenated in the specified manner. This

layer also provides necessary information to coverage model about the stimulus generated.

3. Driver

The driver translates the operations produced by the generator into the actual inputs, as

defined in the specification of the designs interface, for the design under verification.

4. Monitor

Monitor, also referred as Receiver, reports the protocol violation and identifies all the trans-

actions. Monitors are two types, Passive and active. Passive monitors do not drive any

signals. Active monitors can drive the DUV signals.

5. Assertion

Assertions are a necessary compliment to transaction based testing as they describe the pin

level, cycle by cycle, protocols of the design. Assertions are also used for functional coverage.

6. Checker

The monitor only monitors the interface protocol. It doesn’t check whether the data is same

as expected data or not. Checker converts the low level data to high level data and vali-

dates it. This operation of converting low level data to high level data is called Unpacking

which is reverse of packing operation. Data is compared against the expected values. The

comparison state is sent to scoreboard.

7. Scoreboard

Scoreboard stores the expected DUV output and compares with the output of the DUV in

checker module. Dynamic data types and Dynamic memory allocation makes it much easier

to write a scoreboard in SystemVerilog.

8. Coverage

This component has all the coverage related to the functional coverage groups.

9. Environment
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Environment contains the instances of all verification component and component connec-

tivity is also done. Steps required for execution of each component is done here.

10. Tests

Tests contain the code to control the TestBench features and can communicate with all the

TestBench components. Once the TestBench is in place, one needs to focus on writing tests

to verify that the device behaves according to specification.

7.3 Verification Environment for Timing Generator

Figure 7.4: Verification Environment for Timing Generator

1. Packet: This class contains declaration of all memory registers.These registers are de-

clared random. Constraints are specified here.

2. Driver: This class will randomize the packet and will send it to parallel to serial module

via interface.

3. Parallel to Serial: This module will convert the parallel data available from driver into

serial so as to pass it to DUV.

4. DUV: It is an entity for Timing Generator. (Design)

5. Assertion: It is a model which checks that whether the CCD clocks generated by DUT
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and by this model is same or not.

6. Receiver: This class receives the packet from driver and from memory to check that

memory registers are written with the same values as in the packet.

7. Scoreboard: This class keeps record of checks passed or failed.

8. Coverage:This class has cover groups consisting of different cover points written to check

the functional coverage.

9. Interface: It provides communication between class and module allowing smooth mi-

gration from abstract system level design to RTL design.

10. Top: This module has the instances of testcase, DUV and assertion.

11. Testcase: The program construct serves as a clear separator between design and test-

bench.It creates a scope that encapsulates programwide data, tasks, and functions.

12 Environment: This class contains the instantiation of all verification components and

provides connectivity between them. Also the data is initialized here.

7.4 Verification Plan

7.4.1 Verification checks for SPI

1. Check when por = 0 data reg is initialized to 0.

2. Check when por =1

If load =0 then serial data is written in data reg

If load =1 then no change in value of data reg.

3. Check for por = 0 and load = 0 ,1.

7.4.2 Verification checks for SPI to Memory Interface

1. Check when por =0 data4 out and wadd are initialized

2. Check when por =1

If load =0 then data out and wadd are loaded with data and address respectively from

data in

If MSB of data in =1 then data out is written

If MSB of data in =0 then address is written
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3. Check that all addresses are written when load =0 and por =1

4. Check that output register values does not change when load =1 and por = 0 or 1

7.4.3 Verification checks for Memory

1. Check when rstb = 0 All memory registers are initialized to 0

2. Check when rstb =1

If wea = 1 then write memory registers

If load =0 then read memory registers

3. Check for all addresses ,both read and write

4. Check for start and end of write operation

5. Check for start and end of read operation

7.4.4 Verification checks for Clock divider

1. Check for reset =1 and reset =0

2. Check for even divisor in including 0 and 20

3. Check for odd divisor in

4. Check for divisor in > 20

7.4.5 Verification checks for Line and frame Synchronization pulse

1. Check for all config reg HD from 0 to 65535

2. Check for all config reg VD from 0 to 65535

3. Check for all config reg HD length from 0 to 65535

4. Check for all config reg VD length from 0 to 65535

5. Check for HD pulse polarity and enabling control

6. Check for VD pulse polarity and enabling control

7.4.6 Verification checks for Exposure shuttering control

1. Check for exposure pulse with 2 toggle values ranging from 0 to 65535 within a line for

line length 0 to 65535

2. Check for exposure pulse with 4 toggle values ranging from 0 to 65535 within a line for

line length 0 to 65535

3. Check for exposure pulse polarity 0 and 1

4. Check for exposure pulse enable 0 and 1
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7.4.7 Verification checks for Horizontal Clock

1. Check for all rise edge values from 0 to 511

2. Check for all fall edge values from 0 to 511

3. Check for all period values (9 bits of config reg1) from 0 to 511

4. Check for cross of above 3 with rise edge<fall edge<period value

5. Check for the clock enable 0 and 1

6. Check for clock polarity 0 and 1

7.4.8 Verification checks for Fine clock generation

1. Check For fix = 0

Check for all phasein1 from 0 to 360

Check for all phasein2 from 0 to 360

2. Check for For fix =1

Check for all phasein1 from 0 to 360

Check for all phasein2 from 0 to 360

3. Check for clock enable for fix =1 and 0

4. Check for clock polarity for fix =1 and 0

7.4.9 Verification checks for Horizontal Masking Signal Genera-

tion

1. Check for all masking with 2 toggles from 0 to 65535 within HD length 0 to 65535 with

toggle1<toggle2<HD length

2. Check for all masking with 4 toggles from 0 to 65535 within HD length 0 to 65535 with

toggle1<toggle2<toggle3<toggle4<HD length

3. Check for all masking with 6 toggles from 0 to 65535 within HD length 0 to 65535 with

toggle1<toggle2<toggle3<toggle4<toggle5<toggle6<HD length 4. Check for Masking signal enable

=0 and 1

7.4.10 Verification checks for Toggle Masking

1. Check for all Masking toggle position from 0 to 65535

2. Check for HD length from 0 to 65535

3. Check for cross of above 2 with :

Masking toggle position < HD length

Masking toggle position should be within toggle values 1 to 6

4. Check for Masking toggle enable =0 and 1
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7.4.11 Verification checks for Vertical coarse clock

1. Check for all coarse rise values from 0 to 65535

2. Check for all coarse fall values from 0 to 65535

3. Check for cross of above 2 with coarse rise value < coarse fall value

4. Check for pattern length from group A,B,C,D and 32 patterns within each group (total

128)

5. Check for pattern start position from group A,B,C,D and 32 patterns within each group

(total 128)

6. Check for pattern repeat from group A,B,C,D and 32 patterns within each group (total

128)

7. Check for clock enabling control =1 and 0

7.4.12 Verification checks for Vertical Masking Signal Generation

1. Check for all masking with 2 toggles from 0 to 65535 within HD length 0 to 65535 with

toggle1<toggle2<HD length

2. Check for all masking with 4 toggles from 0 to 65535 within HD length 0 to 65535 with

toggle1<toggle2<toggle3<toggle4<HD length

3. Check for all masking with 6 toggles from 0 to 65535 within HD length 0 to 65535 with

toggle1<toggle2<toggle3<toggle4<toggle5<toggle6<HD length

4. Check for Masking signal enable =0 and 1

7.4.13 Verification checks for CLPOB signal generation

1. Check for CLPOB with 2 toggles from 0 to 65535 within HD length 0 to 65535 with

toggle1<toggle2<HD length 2. Check for CLPOB with 4 toggles from 0 to 65535 within

HD length 0 t0 65535 with toggle1<toggle2<toggle3<toggle4<HD length

3. Check for CLPOB with 6 toggles from 0 to 65535 within HD length 0 to 65535 with

toggle1<toggle2<toggle3<toggle4<toggle5<toggle6<HD length

4. Check for CLPOB pulse enabling control=0 and 1

5. Check for CLPOB signal polarity =0 and 1

7.5 Coverage Plan

For a given pixel clock frequency:

1. All memory registers are initialized to 0 when por =0

2. Memory registers are written when load =0

3. Memory registers are read into corresponding blocks when load goes from 0 to 1

4. Horizontal clock: All coarse rise edge value from 0 to 510 with rise val <= fall val
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5. Horizontal clock: All coarse fall edge value from 1 to 511 with fall val <= config reg1(9

downto 0)

6. Cross for 4 and 5 with the specified constraints

7. Horizontal clock: Config reg1 (9 downto 0) (period value) from 0 to 511

8. Fine clock generation: Phasein1 for 0 to 360 with 32 bins

9. Fine clock generation: Phasein2 for 0 to 360 with 32 bins

10. Cross for 8 and 9

11. Fine clock generation: Phasein1 < phasein2 when coarse rise edge = coarse fall edge

12. Horizontal blanking: 2 masking toggles with toogle3,toggle4,toggle5 and toggle 6 =0

toggle1 can take values from 0 to 65534 with toggle1<toggle2

toggle2 can take values from 1 to 65535 with toggle2<HD length

cross of toggle1 and toggle2

13. Horizontal blanking: 4 masking toggles with toggle5 and toggle6 =0

toggle1 can take values from 0 to 65534 with toggle1<toggle2

toggle2 can take values from 1 to 65535 with toggle2<toggle3

toggle3 can take values from 2 to 65535 with toggle3<toggle4

toggle4 can take values from 3 to 65535 with toggle4<HD length

cross of toggle1,toggle2,toggle3 and toggle4

14. Horizontal blanking: 6 masking toggles

toggle1 can take values from 0 to 65534 with toggle1<toggle2

toggle2 can take values from 1 to 65535 with toggle2<toggle3

toggle3 can take values from 2 to 65535 with toggle3<toggle4

toggle4 can take values from 3 to 65535 with toggle4<toggle5

toggle5 can take values from 4 to 65535 with toggle5<toggle6

toggle6 can take values from 5 to 65535 with toggle6<HD length

cross of toggle1,toggle2,toggle3 , toggle4,toggle5 and toggle6

15. All HD length from 0 to 65535

16. Horizontal masking: Masking toggle position from 1 to 65535

2 toggle : masking toggle position between (toggle1,toggle2)

4 toggle: masking toggle position between (toggle1,toggle2) or (toggle3,toggle4)

6 toggle: masking toggle position between (toggle1,toggle2) or (toggle3,toggle4) or (tog-

gle5,toggle6)

17. Horizontal clock: masking toggle enable =1 and 0

18. Horizontal clock: masking signal enable =1 and 0

19. Horizontal clock: enable =1 and 0

20. Horizontal clock: polarity =1 and 0

21. Vertical clock: All coarse rise edge value from 0 to 65534 with rise val <= fall val

22. Vertical clock: All coarse fall edge value from 1 to 65535 with fall val <= VPat length

23. Cross for 21 and 22 with specified constraints.
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24. Vertical clock: All VPat length from 1 to 65535 with VPat length < HD length

25. Vertical clock: All Vstart pattern grp with (Vstart pattern grp +rise val<VPat length)

26. Vertical clock: All VRepeat grp with VRepeat = (HD length/VPat length)

27. Vertical clock: enable =1 and 0

28. Vertical clock: polarity =1 and 0

29. Vertical blanking: 2 masking toggles with toogle3,toggle4,toggle5 and toggle 6 =0

toggle1 can take values from 0 to 65534 with toggle1<toggle2

toggle2 can take values from 1 to 65535 with toggle2< VPat length

cross of toggle1 and toggle 2

30. Vertical blanking: 4 masking toggles with toggle5 and toggle 6 =0

toggle1 can take values from 0 to 65534 with toggle1<toggle2

toggle2 can take values from 1 to 65535 with toggle2<toggle3

toggle3 can take values from 2 to 65535 with toggle3<toggle4

toggle4 can take values from 3 to 65535 with toggle4< VPat length

cross of toggle1,toggle2,toggle3 and toggle4

31. Vertical blanking: 6 masking toggles

toggle1 can take values from 0 to 65534 with toggle1<toggle2

toggle2 can take values from 1 to 65535 with toggle2<toggle3

toggle3 can take values from 2 to 65535 with toggle3<toggle4

toggle4 can take values from 3 to 65535 with toggle4<toggle5

toggle5 can take values from 4 to 65535 with toggle5<toggle6

toggle6 can take values from 5 to 65535 with toggle6< VPat length

cross of toggle1,toggle2,toggle3 , toggle4,toggle5 and toggle6

32. Vertical blanking: Masking signal enable V =1 and 0

33. Line and Frame Synchronization Pulse:

config reg VD length from 1 to 65535

config reg HD length from 1 to 65535

HD pulse polarity =1 and 0

VD pulse polarity=1 and 0

HD pulse enabling control=1 and 0

VD pulse enabling control=1 and 0

Cross of HD pulse polarity and HD pulse enabling control

Cross of VD pulse polarity and VD pulse enabling control

34. Exposure clock : 4 toggles

toggle1 can take values from 0 to 65534 with toggle1<toggle2

toggle2 can take values from 1 to 65535 with toggle2<toggle3

toggle4 can take values from 2 to 65535 with toggle3<toggle4

toggle4 can take values from 5 to 65535 with toggle4< config reg HD length

cross of toggle1,toggle2,toggle3 ,toggle4
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Exposure pulse polarity = 0 and 1

Exposure enabling control = 0 and 1

Cross for Exposure pulse polarity and Exposure enabling control

35. CLPOB signal generation: 6 masking toggles

toggle1 can take values from 0 to 65534 with toggle1<toggle2

toggle2 can take values from 1 to 65535 with toggle2<toggle3

toggle3 can take values from 2 to 65535 with toggle3<toggle4

toggle4 can take values from 3 to 65535 with toggle4<toggle5

toggle5 can take values from 4 to 65535 with toggle5<toggle6

toggle6 can take values from 5 to 65535 with toggle6< config reg HD length

cross of toggle1,toggle2,toggle3,toggle4,toggle5 and toggle6

7.6 Code Coverage Results

7.6.1 Horizontal coarse clock

Table 7.1 Code coverage for horizontal coarse clock

7.6.2 Fine clock generator

Table 7.2 Code coverage for Fine clock generator
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7.6.3 Delay Lock Loop (DLL)

Table 7.3 Code coverage for Delay Lock Loop (DLL)

7.6.4 Phase Detector

Table 7.4 Code coverage for Phase Detector

7.6.5 Controller

Table 7.5 Code coverage for Controller
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7.6.6 Horizontal Blanking

Table 7.6 Code coverage for Horizontal Blanking

7.6.7 Horizontal Masking Toggle

Table 7.7 Code coverage for Horizontal Masking Toggle

7.6.8 Horizontal Masking

Table 7.8 Code coverage for Horizontal Masking
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7.6.9 Vertical coarse clock generation

Table 7.9 Code coverage for Vertical coarse clock generation

7.6.10 Vertical Blanking

Table 7.10 Code coverage for Vertical Blanking

7.6.11 Vertical Masking

Table 7.11 Code coverage for Vertical Masking
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7.6.12 Line and frame Sync pulse generation

Table 7.12 Code coverage for Line and frame Sync pulse generation

7.6.13 Exposure clock generation

Table 7.13 Code coverage for Exposure clock generation

7.6.14 CLPOB signal generation

Table 7.14 Code coverage for CLPOB signal generation



CHAPTER 7. VERIFICATION 74

7.6.15 Summary of code coverage results

Table 7.15 Summary of code coverage results

Thus, the code coverage of 96.17% is achieved as summarized in table 7.15.The total code

coverage consisting of statement, branch and FSM states is expected to be 100%.It was

analysed and found that additional test cases are required to achieve the same.
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7.7 Functional coverage results

The detailed functional coverage for each cover point is tabulated below. The overall 93.04%

is achieved.It is analyzed and found that additional test cases are needed to cover all the

coverpoints, especially the cross coverpoints.

Table 7.16 Summary of Functional coverage results



Chapter 8

Conclusion And Future Work

A front-end design of programmable and precision timing generator is completed.The design

provides flexibility and supports various CCD architectures. Post synthesis results shows

precise timing delay (approximately 620ps) using counter controlled DLL against require-

ment of sub-nano second precision. Functional verification is done with coverage driven

constrained random stimulus generation and assertion based verification using system ver-

ilog.

Future work involves back-end design and testing of ASIC.
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