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Abstract 
 

In wireless communication system where it is necessary to control the bandwidth of the 

signal path, filters are frequency-selective electronic circuits designed to pass a band of 

wanted signals and stop or reject unwanted signals, noise or interference outside the pass 

band. The pass band of a filter is the range of frequencies over which signals are 

transmitted from input to output without attenuation or gain. For higher frequencies, 

however, Operational amplifiers designs become difficult due to their frequency limit, so 

at those high frequencies, operational transconductance amplifiers (OTAs) replace 

operational amplifier as the building blocks. Using OTAs as the building blocks for 

analog applications and scaling-down semiconductor technologies, OTAs can work up to 

several hundred MHz. Currently, high frequency, high linearity, and low power are the 

three main concerns of CMOS OTAs. Tradeoffs have to be made among these aspects in 

designing practical OTAs. Amongst all the topologies of OTA, on the basis of literature 

survey, Folded Cascode OTA is chosen as it allows negligible swing limitations.  

 

Continuous-time filters implemented with transconductance amplifiers and capacitors 

known as Gm-C Filter or OTA-C Filter. Rapidly growing mobile and wireless 

communication market, fully integrated filters for very high frequency and low power 

consumption applications have received considerable attention. In most continuous-time 

filters, an on-chip automatic tuning system is incorporated to overcome performance 

degradation due to process variations and fabrication tolerances as well as the effects of 

parasitic, temperature, and environment changes. 

 

This research work involve research studies to realize CMOS Folded Cascode OTA and 

implement on chip High frequency gm-C IF Filter for Dual Band FM band and GSM 

band. An array of Band selection filters in a Multi Mode design is not power efficient and 

it would occupy large chip area, so it is decided to realize single band select filter that 

meets the requirement of dual band applications. 

 



CMOS Folded Cascode OTA design is characterized to layout level based on TSMC 

0.18μm process technology with the BSIM3V3 Level 49 MOSFET model. Designed 

folded cascode OTA has gain of 52 dB and a wide bandwidth of 400 MHz with phase 

margin of 50 degrees and power consumption 288μw. 

 

Design of a 2
nd

 order gm-C dual-band IF filter to be used in a down conversion receiver 

for FM band and GSM band, as design is carried out in the TSMC 0.18 μm CMOS 

technology and the filter operates form 1.8V single supply. Designed 2
nd

 order gm-C 

dual-band IF filter Gm-C filter for GSM band work at a center frequency 

70MHz(Bandwidth 5.10MHz) and for FM band work at a center frequency 

10.6Mhz(bandwidth  1.73MHz) with power consumption 575μw 

 

The designed filter has tuning ratio 6.6 and suitable for IF channel selection of Wireless 

System. Gm-C architecture also using an Automatic Tuning system for tuning purpose. 

The circuit does not need any external biasing circuit, only need to apply DDV (1.8V).  
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Chapter 1 

Introduction 

1.1 Motivation and Background 

In any system that interfaces with the real world, the quantity which processed is always 

contaminated with noise and interferes. A filter is usually used to reject the surrounding 

interferes and unwanted noise. Though we are living in a digital age, any system that 

interfaces with the real world is the analog world, use continuous time filter. A typical 

digital processing system is shown in Figure 1.1 

 

The physical quantity to be processed is converted to an electrical signal via a transducer. 

This signal is then converted to a digital signal via an ADC and further processing by the 

digital signal processor (DSP). According to Nyquist theory and to avoid aliasing, the 

input signal must be band limited before the A/D conversion. This is achieved by low-

pass filters (anti-aliasing filter) that control the bandwidth of the signal which is half the 

sampling rate of the ADC. The processed digital signal coming out of the DSP is 

converted back to an analog signal via a low-pass reconstruction filter. Both the anti-

aliasing filter and the reconstruction filter are analog filters operating in continuous-time. 

 

 

Figure 1.1 A Typical DSP System 

 



The term continuous-time is somewhat confused with term sampled-data. Sampled-data 

filters do not work with the digital representation of the signal samples, as digital filters 

do. Thus these filters are discontinuous in time but continue in processed data values. The 

best example is switched-capacitor filters. Due to the sampling operation involved, 

continuous-time anti-aliasing filter and reconstruction filter are still needed in those kinds  

of switched-capacitor systems. Table 1.1 summarizes the properties of the filter 

categories. 

 

Table: 1.1 Comparison of different types of Filter 
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Filters can be also categorized according to the relative size of the elements used with 

respect to the wavelength of the signal into two categories: distributed and non 

distributed filters. In a non-distributed (lumped) filter, the physical dimensions of the 

used elements (resistance, inductance, or capacitance) are negligible compared to the 

wavelength of the signal. Thus they are considered as simple elements corresponding to 

physical element. This is in contrast to the distributed filter, in which the physical 

elements have dimensions comparable to the wavelength of the fields associated with the 

signal. 

 



The main focus of this research is the design issues of high frequency continuous time 

integrated filters. High frequency continuous-time filters have been widely used, in cases 

where speed and low power dissipation are prime concern. Those applications, as shown 

in Figure 1.2, include video signal processing [1], hard-disk drive read channels [2], loop 

filters for phase-locked loops [3], and radio frequency wireless communication systems 

[4].Using digital filters is not feasible for high frequency applications because they are 

very power hungry at high frequencies, i.e., powerά
2( )

2

DD
CLK

V
f . Switched capacitor filters 

can have good linearity and dynamic range properties but its ability to process high 

frequency signals due to the sampling operation is limited. The sampling frequency 

should be chosen larger than the filter bandwidth to avoid inaccurate filter frequency 

response. That requires the use of operational amplifiers (Op-Amps) with very wide 

bandwidths, to provide proper settling, demanding large currents; it is required that the 

unity gain frequency of the used operational amplifier must be at least five times larger 

than the clock frequency used. Thus continuous-time filters became the only option in 

these types of applications. Continuous-time filters include two main categories: passive 

filters and active filters. A passive filter include among its elements resistors, capacitors, 

inductors, transformers. If the elements of the filter include amplifiers or negative 

resistances, this is called active. 

 

Figure 1.2 Applications of Filter 



Active-RC filters have been widely used in low-frequency applications for a long time 

[5-16]. Discrete active-RC are filters also successful substitutes for passive-RLC filters at 

low audio frequencies for reasons of size and economy. However, they were found less 

suitable for high-frequency applications and fully integrated implementations due to the 

high frequency limitations of op-amps and the large chip area requirements of resistors. 

Consequently, many alternative active filter circuit topologies have been developed to 

overcome these drawbacks, for example the popular switched-capacitor filter. 

 

 

Figure 1.3 Classification of Integrated Filter 

 

In switched-capacitor filter structures, MOS switches and capacitors effectively replace 

the resistors in active-RC filter structures. Nowadays, switched-capacitor filters can be 

fully integrated using all available IC technologies especially CMOS. In addition, 

precision frequency response is achievable without on-chip tuning, and high dynamic 



range can be achieved. However, they are still not suitable for very high frequency 

applications due to the sampling mode of their operation, which would require very high 

clock speeds, along with the use of extra continuous-time (CT) input anti-aliasing filters 

and output smoothing filters. 

 

CT filters based on the operational transconductance amplifier (OTA) (also referred to as 

V-I converter, transconductor, or transconductance amplifier) and capacitors, the so-

called OTA-C, or gm-C, filters have received the greatest interest and attention in recent 

research [17-20]. OTA-C filters offer advantages over traditional active-RC filters in 

terms of design simplicity, high frequency capability, electronic tunability, suitability for 

monolithic integration, reduced component count, and potential for design automation. 

Although OTA-C filters are primarily aimed at high frequency operation (up to GHz 

range), they are also suitable for applications at low frequencies. Also, fully integrated 

OTA-C filters have been widely used in communication systems. The performance of a 

filter relies strongly on the circuit components, filter structure, design methods, and IC 

technology used. In particular, different circuit components and IC technology can result 

in very different performances for the chosen filter topology. The design of a high 

performance OTA-C filter is a complex task. It must simultaneously optimize different 

requirements, such as operating frequency range, power consumption, noise and dynamic 

range, sensitivity to device variations and fabrication tolerances, chip area, and cost. A 

number of IC technologies such as Bipolar, BiCMOS, and CMOS [21-29], GaAs, etc 

have been used for integrated filter design.  

 

In most practical CT filters, an on-chip automatic tuning system is incorporated to 

overcome performance degradation due to device variations,fabrication tolerances as well 

as the effects of parasitics, temperature, and environment changes. Moreover, using the 

right filter structures can also reduce sensitivity. Low supply voltages have adverse 

consequences for active filter design. As the supply voltage shrinks, the linear signal 

range of the active devices also decreases. Consequently, the available dynamic range 

(defined as the ratio of maximum over minimum signal level) is reduced. The minimum 



signal is restricted by noise, which is generated by active devices and resistors, and does 

not show a corresponding reduction at lower supply voltages. 

 

Motivated by the rapidly growing mobile and wireless communication market, fully 

integrated filters for very high frequency and low power consumption have received 

worldwide attention. The most important filters for fully integrated high frequency 

applications are perhaps the OTA-C filters, which have been widely utilized. Design of 

high-order OTA-C filters based on the cascades of biquads, LC ladder simulation, and 

multiple loop feedback (MLF) methods have been explored. OTA-C filters also have 

significant limitations. Good overall linearity of the transfer function of OTA-C filters is 

only achievable with highly linearized OTAs. Increased linear range will unavoidably 

decrease the available range of transconductances of the OTAs at a given supply voltage, 

and increase OTA noise. As with other types of active filter, errors in the desired filter 

response may occur at high frequency, due to excess phase caused by device and layout 

parasitic at high frequencies. In common with other integrated filters, errors in filter 

response may be caused by device tolerances, process, and temperature and bias effects. 

Overcoming this problem requires the use of on-chip tuning circuits in most applications.  

 

1.2  The role of IF filters in wireless receivers 

Nowadays, wireless receivers for mobile phones mainly utilize the super-heterodyne 

structure to achieve good selectivity and to avoid the problem of DC offset in homodyne 

(Direct-down) receivers. IF band pass filters are then needed for the channel selection and 

Filtering. A simple block diagram of a wireless receiver is shown in Figure1.4. Most 

transceivers still use external filters such as surface acoustic wave (SAW) filters for IF 

filtering. The advantages of using external filters, especially SAW filters, are their high Q, 

stable center frequencies and no extra power is needed for operation. But in order to drive 

the 50Ω input impedance of these off-chip filters, much power (hundreds of mW) has to 

be supplied for the drivers. More noise is coupled into the external connections too. This 



motivates the design of monolithic receivers with on-chip filters to avoid the extra power 

consumption for driving the 50Ω load and also to minimize noise coupling. 

 

 

 

Figure 1.4 Basic Structure of Superhetrodyne Receiver 

 

1.3 Scope of Work: 

Today’s transceivers employ a number of discrete filters; take up a large portion of space, 

and increasing the transceiver’s overall size. To reduce the size, these filters need to be 

integrated on the same Silicon. In addition to area reduction, filter integration offers other 

advantages. The cost of an RF transceiver will be reduced because fewer external 

components will be required. Power dissipation will also be reduced, as RF signals do not 

need to travel off-chip thru package pins to an external filter. Signals traveling off-chip 

need to drive the large capacitances associated with the package pins and printed-circuit 

board and hence cause additional power consumption. In addition, integrating filters on-

chip reduce the number of pins and thus the package can be smaller and less expensive. 

Finally, filter integration offers increased design flexibility. Also, filter impedance, which 

is typically 50 ohm to match the external standard, can be chosen during the design 

process to optimize RF performance. 

 



Continuous-time filters implemented with transconductance amplifiers and capacitors 

known as Gm-C Filter or OTA-C Filter is best to design   Intermediate Frequency (IF) 

filters in RF Receivers. Rapidly growing Mobile and Wireless communication market, 

fully integrated filters for very high frequency and low power consumption applications 

have received considerable attention. In most practical Continuous-time filters, an on-

chip automatic tuning system is incorporated to overcome performance degradation due 

to device variations and fabrication tolerances as well as the effects of parasitics, 

temperature, and environment changes. 

 

The scope of this research project involves research studies to realize CMOS Folded 

Cascode OTA and Implement on chip High frequency gm-C IF Filter for Dual Band (FM 

Band and GSM Band). The design is characterized to layout level based on TSMC 0.18 

μm process technology.  

 

1.4 Organization of Thesis 

The thesis mainly concentrates on the design of Gm-C IF filter for Dual Band Receiver. 

The implementation of fully integrated, high-selectivity filters operating at tens of MHz 

provides benefits for wireless transceiver design, including chip area economy and cost 

reduction. The Operational Transcondutance Amplifier-Capacitor (OTA-C) technique is 

a popular technique for implementing continuous time filter and is widely used in many 

applications.  

 

Chapter I give a very brief introduction about classification of integrated filter and role of 

IF in wireless receiver. 

 

Chapter II discusses the background of analog continuous time filters. In this chapter, 

receiver architectures are briefly reviewed and requirements of continuous time channel 

selection filters are discussed. The most popular continuous time filters are briefly 

introduced and design requirements are also discussed. This chapter provides a general 



review of CMOS OTAs. Three types of CMOS OTAs with different input/output 

configurations were described first, followed by current trends on high frequency, high 

linearity, and low power CMOS OTAs. 

  

Chapter III discusses the basics of analog circuit design. The fundamental small-signal 

models and hand-calculation formulas are presented. Also, some important performance 

metrics in analog design are discussed.This chapter introduces Operational 

Transconductance Amplifiers (OTA), their different topologies, N-channel and P-channel 

differential amplifier, used in folded cascode OTA, with its small signal equivalent and 

parasitic capacitance. Practical folded cascode OTA is designed in TSMC 0.18 m CMOS 

technology and its pre-layout and post layout simulations are carried out. Cascode current 

mirror base folded cascode OTA simulation is carried out for getting large input-output 

swing.  

 

Chapter IV focuses on the Gm-C IF filters for dual band (FM and GSM). First order and 

second order filter are designed with analysis. Because OTA-C filters are based on 

integrators built from an open-loop transconductance amplifier driving a capacitor, they 

are typically very fast but have limited linear dynamic range. This chapter presents the 

design of a dual band band-pass channel selection IF filter to be used in a direct 

conversion receiver for FM band and GSM band. Gm-C IF filter for dual band is 

designed in the TSMC 0.18 m CMOS technology and pre layout and post layout 

simulation is carried out. A unique Analog-Digital automatic tuning system is also 

implemented. 

 

Finally, Chapter V summarizes the main contributions and summary of this research 

work with future enhancements 

 



Chapter 2  

 

Literature Review 

 

2.1 Motivation 

As various wireless communication systems emerge, average consumers want smaller 

and lower price mobile sets. A lot of research efforts have been dedicated to make 

standard CMOS technology applicate to System-on-Chip configuration (SoC). SoC is 

highly wanted by wireless Industry since it reduces the area of transceiver and price of 

product. For Integrated circuit technology(IC) integrating all analog circuitry on a single 

chip is very difficult. High frequency filters are still realized with discrete components in 

wireless communication systems because the required selectivity is infeasible with 

current integrated circuit (IC) technology. These discrete filters are not only expensive 

but are increasing the loss in the receiver chain. 

 

To increase the integration rate of the analog circuitry, the use of discrete filters must be 

minimized; so as to achieve such goal minimum number of high frequency filters should 

be used. Number of external components and problem of power consumption can create 

major impact in radio architecture design [30]. Among so many types of receiver 

architecture available, the number discrete filter can be reduced and integration of analog 

filter is easy but other problems may arise. For example in direct conversion architecture 

channel selection is done at base band level(RF to direct baseband) with all intermediate 

frequency(IF) filters are eliminated, but this direct conversion architecture is susceptible 

to DC offset and flicker noise. 

 

In low frequency, the integration of analog filter is feasible because the required 

selectivity is low but many difficulties arise in such integration because of limited 



dynamic range (DR) and unwanted variation. Most low frequency range filters are based 

on operational amplifier (Op-amp) or operational transconductance amplifier (OTA). 

Since the active components are only linear in certain frequencies and signal range, there 

is a problem of dynamic range and linearity of filter with the use of active components. 

Tuning circuits must be used to compensate the frequency shift because integrated filter 

are sensitive to process and temperature variations. The tuning circuits sometimes affect 

the dynamic range (DR).  

 

As wireless communication systems are required to process high data rate signals, 

baseband analog filters must have wide bandwidths, while maintaining high linearity, low 

noise, and low power consumption. In wide bandwidth system, it is not easy to achieve 

high linearity and low noise with low power consumption since linearity and integrated 

noise are increased with power consumption and bandwidth respectively. As the 

bandwidth increases, design of baseband filter is more complicated. Wide bandwidth 

filters are only possible when the active component achieves wide gain bandwidth, high 

linearity, and low noise. 

 

The motivation of this thesis is to investigate and propose simple and robust CMOS 

Continuous time filter for Dual-band receivers. The analog continuous filter is essential 

block in the wireless communication system.  

 

2.2 Analog Baseband Filter in Wireless Communication 

Analog baseband filters can be divided into two different kinds: sampled data filters and 

continuous time filters. Sampled data filters are accurate and not sensitive to process 

variation. Because of the high clock frequency and settling time requirement of the 

amplifier, sampled data filters are not used in wideband signal processing. In contrast, 

continuous time filters are widely used in wideband signal processing, but they are very 

sensitive to process and temperature variations. The design and performance of 

continuous time filter is the main bottleneck in improving the performance of receiver 



[31]. Due to problem of frequency variation, mismatch, and phase error in the baseband 

filter, performance of receiver is often limited 

 

Nowadays, wireless communication systems are required to process not only high data 

rates but also multi-standard information. The reason for this is that second generation 

and third generation cellular phones or WLAN and Bluetooth will coexist for some time 

[32]. This implies that the filter in the receiver must have wideband cut-off frequency and 

multi-standard capability. High gain bandwidth is usually achieved at the expense of high 

current consumption, which is the main reason for the increase of power consumption in 

the filter. Multi-standard capability is usually obtained with parallel connection of passive 

components with switches. Since the bandwidth of different standard is determined by 

digital signal processor (DSP), programmable switches must be implemented to change 

the bandwidth. 

 

There are still many problems in achieving wideband continuous time filter. Linearity is 

the main problem because desired signals are blocked in wideband filter due to inter-

modulation products of two in-band signals. Parasitic near the cut-off frequency degrades 

the linearity and also increases the time constant of the filter. Since the size of passive 

components used in the filter is getting smaller as the filter bandwidth increases, 

mismatch or process variation of the passive components is more critical to the variation 

of the filter’s time constant. Therefore, integration of wideband filter requires additional 

time for post design tuning. 

 

2.3 Channel Select Filtering and Tradeoffs 

The filter circuit used in any application can be of three different types depending on the 

type of signals handled. The general types of filters used in most applications are digital 

filters, continuous-time filters (Analog) and sampled-data filters. 

 

 



2.3.1 Digital Filters 

A digital filter [33] uses a digital processor to perform numerical calculations on sampled 

values of the signal. The processor may be a general-purpose computer such as a PC, or a 

specialized DSP chip. The analog input signal must first be sampled and digitized using 

an ADC. The resulting binary numbers, representing successive sampled values of the 

input signal, are transferred to the processor, which carries out numerical calculations on 

them. These calculations typically involve multiplying the input values by constants and 

adding the products together. If necessary, the results of these calculations, which now 

represent sampled values of the filtered signal, are output through a DAC (digital to 

analog converter) to convert the signal back to analog form. In a digital filter, instead of 

voltage or current sequence of numbers represent signal. Such setup of basic digital 

filtering process as shown in Figure 2.1 that combines the anti-aliasing filter and ADC 

together and the reconstruction filter with DAC to focus more on the digital filtering 

block. 

 

Figure 2.1 Digital Filtering Processes 

2.3.2 Sampled-Data Filters 

 
Sampled-data filters do not work with the digital representation of the signal samples, but 

operate on samples of the signal. Both the digital filters and sampled data filters are 

discontinuous in time but continuous in processed data value. Both the digital and 

sampled data filter are characterized in Z-domain. The best-known example of such an 

approach is that of switched-capacitor (SC) filters. An SC filter is a continuous-

amplitude, sampled-data system. This means that the amplitude of the signals can assume 

any value within the possible range in a continuous manner. On the other hand, these 

values are assumed at certain time instants and then they are held for the entire sampling 

period. Thus, the resulting waveforms are not continuous in time but look like a staircase. 

Figure 2.2 describes how an input continuous time signal can be sampled. The sampling 



operation extracts from the continuous-time waveform the values of the input signal at 

the instant n·Ts (n = 1,2,3, …), where Ts is the sampling period (Ts = 1/Fs). 

 

Figure 2.2 Sampling of Continuous Time Signal 

 

The switched capacitor filter can be used in an application [34]-[35] similar to those 

shown in Figure 2.1 and Figure 2.2. Figure. 2.3 show the usage of SC filter in the 

standard application example. Due to the sampling operation involved, continuous-time 

(CT) anti-aliasing filter and reconstruction (smoothing) filter are requiring switched-

capacitor systems.  

 

Figure 2.3: A Switch Capacitor Filter Application 

 

2.3.3 Continuous Time Filters 
 
An analog filter is any filter, which operates on continuous-time signals. In particular, 

Linear Time Invariant (LTI) analog filters can be characterized by their (continuous) 

differential equation. Instead of a difference equation as in digital and SC filters, analog 

filters are described by a differential equation. Instead of using the z transform to 

compute the transfer function, CT systems use the Laplace transform. In the real world, 

analog filters are usually electrical models, or ‘‘analogues'', of mechanical systems 



working in continuous time. If the physical system is linear and time-invariant (LTI) (e.g. 

consisting of elastic springs and masses which are constant over time), an LTI analog 

filter can be used to model it. Before the widespread use of digital computers, physical 

systems were simulated on so-called ``analog computers.'' An analog computer was much 

like an analog synthesizer providing modular building blocks (``integrators'') that could 

be patched together to build models of dynamic systems. 

 

Filters can be also be categorized according to the relative size (depending on the 

frequency of operation) of the elements used with respect to the wavelength of the signal 

into two categories: Distributed [36] and Non-distributed filters. In a non-distributed [37] 

(lumped) filter, the physical dimensions of the used elements (resistance, inductance, or 

capacitance) are negligible compared to the wavelength of the fields associated with the 

signal. Thus they are simple elements concentrated within the boundaries of the 

corresponding physical element. This is in contrast to the distributed filter, in which the 

physical elements have dimensions comparable to the wavelength of the fields associated 

with the signal and hence it is represented by a combination of physical elements. 

 

2.3.3.1 Continuous Time Analog Filters 

The main focus of this research is the design issues of continuous-time integrated filters. 

High frequency continuous-time filters have been widely used in various applications, in 

cases where high speed and low power dissipation are needed. Those applications include 

video signal processing [38], hard-disk drive read channels [39], loop filters for phase-

locked loops [40], and radio frequency wireless communication systems [41]. The low 

frequency applications are in the bio-medical applications [42] like Hearing-aid and also 

for seismic systems [43]. 

 

Digital filter is not feasible for high frequency applications because they are very power 

hungry at high frequencies, i.e., power=fclockV
2
 DD/2. Although switched capacitor filters 

can have good linearity and dynamic range properties, they are not suitable because of 

their limited ability to process high frequency signals due to the sampling operation. The 



sampling frequency should be chosen larger than the filter bandwidth to avoid inaccurate 

filter frequency response. That requires the use of operational amplifiers (Op-Amps) with 

very wide bandwidths,to provide proper settling, demanding large currents; it is required 

that the unity gain frequency of the used operational amplifier be at least five times larger 

than the clock frequency used. Another bottleneck is the inability of real switches to 

operate at high frequency and at low voltages. Thus continuous-time filters become the 

only option in these types of applications. Continuous-time filters are divided into two 

main categories: Passive filters and Active filters. All the components of passive filter are 

passive. Therefore, a passive filter may include among its elements resistors, capacitors, 

inductors and transformers. If the elements of the filter include amplifiers or negative 

resistances, this is called active. 

 

2.4 Receiver Architecture 

Earlier radio receiver cannot utilize frequency translation because they detected signals 

directly from radio frequency (RF), however such signal detection is not possible in 

modern radio receiver. Because the modulation schemes are used to deliver information 

effectively, a radio receiver must select a certain frequency band and translate the band to 

another frequency to detect the transmitted information [44]. Modern communication 

system is designed for efficient use of radio bandwidth. Received signal may contain 

adjacent channels, which have higher level of power than desired channel. 

 

As an example, Figure 2.4 shows the GSM specification for the possible power levels of 

the nearby channels as a function of frequency offset. If the adjacent channel which is 

600 kHz offset from the desired channel must be attenuated by 10 dB below the desired 

channel to detect the information, the adjacent channel must be attenuated by 65 dB 

according to the Figure 2.4. Since the desired channel is -98 dBm, the power of adjacent 

channel, -43 dBm, should be attenuated to -108 dBm. In the case of GSM, the desired 

channel has a bandwidth of 200 KHz with center frequency 900 MHz; the required filter 

must have a quality factor (Q):  
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Figure 2.4 Power Level of different channel 

 

This is not possible to realize with current technology [44]. The solution for this problem 

is to translate the frequency to lower or zero frequency for easier detection with feasible 

filters. In modern receivers, detection of information is usually done in low IF or zero IF. 

The analog filters in low IF or zero IF separate the desired channel from unwanted ones 

and surrounding interferers, which may be orders of larger than the desired signal. 

Accomplishing the same job without analog filters would require analog to digital 

converters (ADCs) with much larger number of bits to properly digitize and process large 

interferers [31]. Therefore, analog baseband filters are needed for the proper detection of 

the desired signal in radio receivers [45].  

 

Analog channel selection filter’s specifications are highly affected by receiver 

architecture. Therefore, it is important to understand the requirements of receiver 

architectures for the effective design of analog filters.  

 

 

 

2.4.1 Superheterodyne receiver 



A superheterodyne receiver removes the image component by filtering before each down 

conversion stage [46]. When the radio frequency(RF) signal is down converted to a non-

zero intermediate frequency(IF), the image component which is at the same frequency 

offset from the local oscillator(LO) as the desired RF signal, but on the other side of the 

LO, is mixed to the same IF(Intermediate Frequency) as the desired signal. Before 

frequency translation, image frequency must attenuate by image rejection filter otherwise 

from desired signal, image frequency component cannot remove. 

 

Figure 2.5 Superhetrodyne Receiver 

 

First, a passive off-chip pre-select filter attenuates the signal outside the desired system 

band [47]. This filter suppresses out-of-band signals and thus reduces the dynamic range 

requirements of the next stages. It is desirable to suppress out-of-band signals as much as 

possible, but there is a tradeoff between stop band attenuation and pass band insertion 

loss [48]. The insertion loss of this filter is important because it directly adds to the 

receiver noise Figure. Usually, the band select filter is realized as a ceramic or a surface 

acoustic wave (SAW) filter. Above 1GHz, Ceramic filters are often preferred because of  

less insertion loss [48]. A low noise amplifier follows the preselect filter. The low noise 

amplifier (LNA) input must be matched to a specified impedance level, typically 50Ω, 

since the impedance matching is part of the preselect filter [47]. After the LNA, mixer 

converts the desired channel to a fixed IF. 

 

The first IF frequency must be chosen carefully to allow the image at any possible LO 

frequency to lie outside the system band and to be attenuated enough by the pre-selection 

filter [44]. The first IF in a superheterodyne receiver must be given as: 



1
2

IF

B
f  

----------(2.1)
 

where B indicate the bandwidth of the pre-selection filter. A high intermediate frequency 

relaxes the requirements on the preceding filter, but places higher demands on the 

circuitry of the subsequent IF stage. If the received radio frequency is very high when 

compared to the available filter technologies, it might be impossible to filter the signal. 

Such problem can be overcome by filtering and down converting several times. The 

number of down conversions depends on the frequency planning and on the selectivity of 

the filters. However, every down converting generates a new image frequency which 

must be rejected before the mixing, and the successive stages usually add a lot of noise 

which significantly impact on the dynamic range of the receiver. 

 

 After the down-conversion mixer, a passive off-chip channel-select filter attenuates the 

adjacent signals to a sufficiently low level. Therefore, the linearity requirements of the 

subsequent stages are drastically decreased. The first IF is typically between 30MHz and 

100MHz [47]. The selection of the IF requires a trade-off. If a high IF is chosen, a less 

selective image-reject filter is sufficient at RF, but the required selectivity of the IF 

channel-select filter is increased. On the other hand, if a low IF is selected, the 

requirements for the channel-select filters are relaxed at the expense of tighter 

specifications for the RF filters. In most applications, the channel select filters cannot be 

implemented on chip with active components [47]. Therefore, power consumption is 

increased because input and output of the channel select filter should be matched to low 

impedance level. The channel-select filtering is usually divided between one or more IF 

filters and analog or digital base band filters. A variable-gain amplifier (VGA) decreases 

the dynamic range requirements of the following stages. After the first IF, the signal can 

be down converted to another IF or to DC using quadrature down conversion. The signal 

may also be sampled and digitized if the IF is sufficiently low. More than one IF can be 

used to divide the channel-select filtering and amplification between several stages. 

 



 The superheterodyne receiver architecture has dominated the field for decades since it 

offers an excellent performance [44]. The excellent sensitivity and selectivity come from 

the use of passive, highly linear off-chip filters. These filters provide a sufficient image 

rejection and selectivity at IF. The problems related to DC offsets and flicker noise can be 

avoided since the signal can be processed at an IF far from DC. 

 

2.4.2 Direct Conversion Receiver 

A direct conversion receiver converts the carrier of the desired channel to the zero 

frequency directly [46]. The direct conversion receiver is an alternative solution to the 

image rejection problem. The intermediate frequency is moved to DC making the desired 

channel an image of itself. Consequently, no image rejection filter is needed prior to 

mixing. Compared to superhetrodyne receiver, the direct conversion receiver implements 

external IF filters. The IF stages and the passive IF filters are eliminated so that the 

integrability of the direct conversion receiver is much higher than the super heterodyne. 

Furthermore, the direct conversion receiver is suitable for the multi-mode receivers since 

the bandwidth of the integrated low pass filters can be designed programmable. Figure 

2.6 shows the schematic of the direct conversion receiver architecture. 

 

Figure 2.6 Direct Conversion Receiver 

Two down conversion mixers must be used for demodulation at RF if a signal with 

quadrature modulation is received [46]. The pre-select filter is used to attenuate out of 

band signals before the LNA. Since there is no problem with image signal in the direct 

conversion receiver because the off-chip filter between LNA and mixer is not required. 



Therefore, the output of the LNA drives on-chip load so that only input matching in the 

LNA is required. Also, a low pass filter with a bandwidth of half the symbol rate is 

suitable for channel selection and it can be implemented with an active on-chip filter [46]. 

 

The most serious problem of the direct conversion receiver after the down conversion 

stage is that of DC and time varying offset voltages [46-48]. Since the down converted 

band extends to zero frequency, static and time varying offset voltages can corrupt the 

signal [47-48]. The dc offset must be minimized to avoid the signal saturation. Even 

though automatic gain control can prevent the saturation of the incoming signal, the 

amplification will be very small. In such cases detection of a weak signal will be very 

difficult. If the offset is not removed, the DC offset component can be considered as in-

band interferer. 

 

One source of offset voltage involves transistor mismatches in the down converter and 

following baseband stages [48]. Such kind of offset voltage is constant and other dc 

offsets from the self-mixing of the local oscillator signal. This is caused by the leakage of 

local oscillator signal to the input of the mixers, which mixes with itself and produce a 

constant dc offset [48]. If local oscillator leak directly to the RF port of the mixers or to 

the input of LNA, the dc offset problem will be more serious [47-48]. The leaked local 

oscillator signal can also propagate to antenna because of the finite reverse isolation of 

the LNA and pre-selection filter and reflect back from the interfaces having mismatch. If 

the local oscillator radiates from the antenna and reflects from other objects back to the 

receiver, the offset due to self-mixing varies in time [47-48]. Figure 2.7 shows two cases 

of self mixing.  

 

In case of Figure 2.7 (a) the local oscillator is mixed with itself, produce an offset voltage 

at the output of the down converter. This voltage is typically orders of magnitude larger 

than the desired signal, and if not removed, will cause saturation in subsequent stages 

[48]. As the antenna surroundings change over time and as leakage local oscillator reflect 



from nearby moving objects, the local oscillator signal at the RF port of the down 

converter may vary with time and  generate time varying offset voltage [48]. 

 

Figure 2.7 Two Different cases of Self Mixing 

 

The other source of time varying offset voltage is self-mixing of a strong interfering 

signal as shown in Figure 2.7 (b). For example, the leakage signal from the transmitter 

itself mixed and creates a distorted signal at the baseband. This distorted signal will vary 

with time due to both the amplitude modulation of the transmitted signal and due to the 

power control in the up-link [47-48].  

 

With better circuit design, magnitude of offset voltage can be reduced. Implementation of 

high pass filter or DC servo loop can remove the dc offset. However since the substantial 

information is contained at low frequency, the cutoff frequency of the high pass filter 

must be very low. This means that the capacitor in high pass filter must be very large.  

Then the settling time of the filter will be slow that the high pass filter cannot remove the 

fast time varying dc offsets. The absence of passive IF filters places very stringent 

requirements on the active baseband filters. Both the linearity and the noise must be 

much lower than in a superheterodyne receiver as there is no significant amount of 

filtering or amplification in the IF. However flicker noise is high around dc and dc offset 



is always present. Also mismatches between I and Q phase signal path cause significant 

problem. So the design of channel select filter in the direct conversion receiver should be 

done carefully. 

 

2.4.3 Wide-Band IF receiver 

Wideband IF receiver down converts a group of channels simultaneously [48] as shown 

in Figure 2.8. In most wide-band IF receiver, simple low pass filters are used at IF to 

suppress higher frequency components, allowing all channels to pass the second stage of 

down converters, where the required channel is converted to low intermediate frequency 

[48]. The second mixer and latter stages constitute a low-IF receiver [48]. A benefit of 

the wide-band architecture is the adaptation of a high IF in which the image is outside the 

pass band of the pre-selection filter. Another advantage of the wide-band IF receiver is 

that it eases full synthesizer integration [48]. The fixed frequency RF local oscillator is 

easier to implement, since a crystal controlled wide-band PLL with a high phase detector 

frequency can be used to clean up the phase noise spectrum of the VCO [48]. The 

requirements for high Q components are thus relaxed. The wide-band IF architecture uses 

the same frequency selection criteria as the first IF super heterodyne architecture. If the 

second mixer stage does not convert the signal directly down to base band, the secondary 

image can be a problem. However, most wide-band IF architecture use a zero IF after the 

mixers. As shown in the Figure 2.8, the low pass filters between the mixers are only 

necessary to suppress the up converted product generated in the first down conversion 

[46]. The channel selection filters are placed after the second down conversion. Typically, 

the limited output bandwidth of the RF mixers together with the interconnection to the 

second mixing stage attenuates the high-frequency products without any extra 

components [46]. In this architecture, the local oscillator to RF leakage is less important 

because the first local oscillator is outside the pass band of the preselection filter like in 

super heterodyne. The wide band IF topologies transfer the typical down conversion 

problems of a direct conversion into the second mixer stage [48], [46]. The distortion 

generated around dc in the first mixer is not significant because the portion, which passes 

the possible ac-coupling between the stages, is mainly up converted in the second mixers. 



The most critical blocks are the second mixers which can handle all radio channels 

passing through preselection filter.  

 

Figure 2.8 Wide Band IF Receiver 

 

2.4.4 Digital IF receivers 

Digital signal processing would provide significant benefits compared to analog circuitry 

[46]. When the down conversion to base band is performed digitally, dc offset, flicker 

noise or matching problems can be eliminated. However, due to the resolution or 

increased power consumption and sampling rate of ADC, direct RF to digital conversion 

is impossible with current technology. But low frequency operations, such as the second 

set of mixing and filtering in the dual IF heterodyne conversion, can be performed more 

efficiently in the digital domain. Figure 2.9 shows the digital IF receiver. In this Figure, 

the first IF signal is digitized, mixed with the quadrature phases of a digital sinusoid, and 

low pass filtered to yield the quadrature base band signals [49]. Problem of mismatch in I 

and Q is avoid by digital processing [49]. The issue in this architecture is the requirement 

of ADC. ADC dynamic range must be wide enough to handle the signal variations caused 

by path loss. Also band pass filter should have wide signal handling capability, dynamic 

range (DR) and need to suppress adjacent channel interferers effectively. Since the power 

consumption and requirement of ADC is too high for the mobile set receivers, this Digital 

IF receiver architecture is mainly used in the base station [49]. 



 

 

Figure 2.9 Digital IF Receiver 

 

2.5 Channel Selection Filters 

Channel selection filtering is dependent on the receiver’s ability to suppress the adjacent 

channel interference and in-band blocking level. Received signal contains not only the 

desired channel but a multitude of neighboring channels or other interferers which must 

be attenuated before the detection [44].  

 

The channel filtering can be done at an intermediate frequency, at base band or even over 

the A/D interface. In super heterodyne receivers, the channel filtering is performed at the 

intermediate frequency (IF) with a passive filter [44]. The passive filter is very linear and 

reduces the interferers without corrupting the desired signal. However, the passive filter 

must be used externally so it is not suitable for system on chip configure ration. In direct 

conversion or wide-band IF a receiver, the channel selection filtering is performed at the 

base band. The required quality factor of the filter is not high so that the channel selection 

filters can be integrated with other receiver blocks. However, the linearity requirement of 

the filter is high because adjacent channel interferers are unattenuated so that the filter 

must suppress the interferers without the production of significant intermodulation 

products [50].  

 



When designing the channel selection filtering partition the filtering between the analog 

and the digital domain is main issue. Generally it is preferable to realize as much filtering 

as possible in the digital domain because this reduces the analog complexity. However, 

the penalty of pushing more filtering into the digital domain is that the requirements of 

ADC and digital complexity increase.  

 

2.5.1 Channel Selection Filtering and ADC requirements 

In modern communication system, the signal is eventually converted to a digital 

representation. Therefore, analog to digital converter (ADC) should be used to convert 

analog information to digital [47-48]. If the ADC is able to handle every interferers and 

noise generated by preceding blocks, channel selection can be done in digital domain [30], 

[47-48]. This is desirable case since digital filters are very accurate and do not require 

tuning circuitry. Also digital filters are readily integrated together with the front-end of 

the receiver [44]. However it is very difficult to design the ADC that has extremely high 

dynamic range (DR) and linearity with low power consumption. Even if the ADC can 

handle all the interferers, the power consumption would be very high due to the increased 

resolution requirements since the power of Nyquist rate ADC is proportional 2
N

 where N 

indicates number of bits [47]. Thus, this is not  recommended for low power mobile 

receiver. In the other case, channel selection filtering can be done fully in analog domain. 

Since the channel selection filter in the analog domain reduces the power of interferers, 

the dynamic range requirement of the ADC is relaxed. As the order of analog channel 

selection filter increases, the requirement of ADC is more relaxed, but the increased order 

of analog domain filter increases signal delay and phase distortion [48]. Usually group 

delay and phase near the cut-off frequency are highly distorted than other region [48], 

[47], so the distortion should be compensated with extra circuitry such as all pass filter. 

Moreover, higher order filter increases the complexity of tuning circuit since the quality 

factor and attenuation rate of the filter are increased. In selecting analog low pass filters 

for the channel-selection filtering, three important parameters have to be determined: 

filter prototype function, 3 dB corner frequency, and filter order [48].  

 



2.6 CMOS Continuous Time Filters 
 

In CMOS technologies, the analog channel selection filter design techniques can be 

classified into continuous filters and sampled data filters [51-52]. The sampled data filters 

use many non-overlapping clock phases. Among the sampled data filters, switched 

capacitor filter is very popular. The main characteristics of the switched capacitor filters 

are determined by a clock frequency and by capacitor ratios [51-53]. The switched 

capacitor filter is used in low frequency such as audio frequency due to requirements of 

high speed clocks for switching and settling time of amplifier. In contrast to the sampled 

data filters, analog continuous time filters directly process analog signals. Owing to the 

continuous time nature, analog continuous time filters are most suitable for high 

frequency filtering [50]. A major disadvantage of continuous time filters is that the filter 

coefficients are sensitive to process and temperature variations along with aging. For this 

reason, tuning of the frequency is necessary. Regardless of the high sensitivity to the 

process and temperature variations, continuous time filter is receiving more interest due 

to fast data processing capability.  

 

For the realization of fully integrated analog filters, there are many things which must be 

considered.  

(I) First, the size of capacitor and resistor should be limited. Since integrated capacitors 

such as poly insulator poly capacitors or metal insulator metal capacitors occupy a large 

area so that the size of capacitor must be limited. For example, the capacitance can be 

expressed by 
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----------(2.2)
  

Where A = area of the capacitor, t = thickness, " 0 = permittivity = 8.854×10−12F/m.  

" r  = relative permittivity which is usually equal to 3.78 in CMOS. In CMOS, t is 

usually equal to 6×10−8m. To get the capacitance of 50 pF, an area of about (300μm)
2
 is 

necessary [53], [45]. This area is relatively large compared to the area of other active 



components. The capacitor also should not be too small because of the effect of parasitic 

capacitance [53]. Also large sizes of passive resistors often contain huge parasitic 

capacitances, which highly degrade the linearity of the filter. Therefore, optimum size of 

capacitors and resistors must be carefully decided. 

 

(II) Frequency response of the filter must be stable. This means that every element in the 

filter should have accurate and stable values in the presence of fabrication tolerances and 

temperature variations, but this is almost impossible in an integrated circuit. In the 

integrated circuit, the ratio between same resistors or capacitors can be relatively accurate, 

but the absolute values are usually varied by ± 20 % [53]. This indicates that the RC time 

constant can be varied by ± 40 %. Furthermore, the quality factor of the filter is highly 

affected by small errors of the phase and component variation. Such process variations 

require tuning circuits for frequency and quality factor. This extra circuit often becomes a 

bottleneck in the realization of low power consumption and high dynamic range filter.  

 

(III) Analog continuous time filters must be able to handle large signal because wide 

dynamic range required in radio receiver for large signal swings. However, these are 

increasingly difficult to achieve as power supply voltages are reduced and bandwidth is 

increased. 

 

(IV) Analog IC filters are often located with data converters and digital circuits on the 

same chip. In this case, noise due to clock or switching is transferred to the analog filters 

through power supply line. This noise highly degrades dynamic range (DR) and signal to 

noise ratio (SNR) of the analog filter. Therefore, special design and layout techniques 

must require minimizing the effect of the noise [53].  

 

In CMOS technologies, Active-RC, MOSFET-C and Gm-C filters are the most popular 

base band filters for wireless communication. Active RC filters usually apply lossy and 

lossless integrators to attenuate interferers. MOSFET-C filters have similar architecture 



as Active-RC filters with replace passive resistors with a triode region transistor. Gm-C 

filters use transconductors and capacitors to attenuate interferers. Because of Gm-C open 

loop nature, it has been used for high frequency application. Each filter mentioned has its 

own advantages and disadvantages in terms of speed, linearity, and tunability.  

 

2.6.1 Active RC Filter 
 

The most popular continuous time filter is the active-RC filter which provides good 

dynamic range and low distortion. Thus, active RC filters are still widely used in low 

frequency application. However, low speed due to the negative feedback makes the filter 

difficult to apply for high speed wireless communication system. Usually, the gain 

bandwidth(GBW) of the amplifier for active RC filter needs to be around 20 - 30 times 

higher than the filter cut-off frequency to minimize phase error and any other non-

idealities which occur near the GBW [54], [30], [47]. In the case of WLAN, this implies 

that the amplifier needs to have 300MHz GBW when the output load is connected. 

Active-RC filters are mostly applied in low frequency application even though the filters 

demonstrate superior performance.  

 

Most active-RC filters are designed based on the active-RC integrator. In the active RC 

integrator, a capacitor is connected in negative feedback to function as the integrating 

element and a resistor is used to feed current into the capacitor [55]. Figure 2.10 shows 

the RC-OP amp integrator. If we assume an ideal operational amplifier is used, the 

relation between the input and output voltage in the s-domain is given by 
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Figure 2.10 RC-OP amp Integrator 

 

In the ideal integrator, the time constant is RC and the phase is 90 degrees. However, 

non-ideal op-amp gives an impact on the integrator transfer function and quality factor of 

the filter [55]. Since op amp has finite dc gain ADC and the finite gain bandwidth GBW, 

the transfer function of the op amp can be expressed as 
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As an ideal integrator, GBW and DC gain of the amplifier must be infinite or very high 

[55]. However, it is difficult to obtain high GBW and DC gain at the same time since 

high DC gain is obtained with a multi-stage amplifier [56]. Therefore, the real integrator 

only works in a certain frequency range. 

 



In an active RC integrator, the resistor transfers the input voltage into current, and the 

feedback capacitor integrates the input current because no current flows to the amplifier 

input [57],[55]. There are basically different integrators: lossy and lossless integrators. 

Figure 2.10 shows a lossless integrator with binary weighted capacitor array. Adding a 

resistor in parallel with integrating capacitor, lossy integrators are formed [57]. Usually 

op-amp is used as an active element, but OTA with high output impedance and large gm 

can also be used for an integrator [58]. In the ideal case, the active RC filter is insensitive 

to parasitic capacitance because it is connected to a virtual ground or driven by a voltage 

source [53]. But due to the limited DC gain, unity gain bandwidth, and output resistance, 

the parasitic capacitances affect the transfer function of the integrator slightly. 

 

As shown in equation 2.5, with R and C the time constant of the integrator is determined. 

The time constant typically varies by ±50 %, due to variations in process and temperature. 

The time constant of an active RC integrator can be tuned using series or parallel 

capacitor or resistor matrices. The series resistor and parallel capacitor matrices occupy 

less area [59], [55]. In practice, parallel capacitors as shown in Figure 2.10 are used 

because the switch on resistance produces a LHP zero without shifting the integrator time 

constant [55]. The sizes of the switched capacitors are binary weighted in order to  

simplify the digital control of time constants. Whether the CMOS-switches locate at the 

input or the output of the amplifier based on the requirements. At the inverting input node, 

the switch on-resistance has almost no effect on the linearity, but the parasitic 

capacitances of the switch are added to the inverting input [47], [55]. Alternatively, at the 

output node, the switch on resistance degrades the linearity, particularly at high 

frequencies, but the parasitic capacitances of the switches have minimal effect on the 

performance of the integrator. 

 

In the parallel capacitor array, the limited on-resistance of the CMOS switches used have 

a minimal effect on the high frequency performance of the integrator since any resistance 

which is in series with the integrating capacitor has a phase lead at high frequencies [55]. 



This phase lead reduces the high frequency phase lag deriving from the limited 

bandwidth of the amplifier [45].  

 

There are many different active RC filters. Among them, Tow-Thomas filter, Ackerberg 

Mossberg, and Sallen-key filter are the most well known filters. The second order Tow-

Thomas and Ackerberg Mossberg filters are usually a combination of lossy, lossless 

integrators and adder. Adder is simply designed with parallel connection of input 

resistors at the integrator. Figure 2.11 shows the Tow-Thomas and Ackerberg Mossberg 

filters. The Sallen-Key filter uses one amplifier, resistors, and capacitors to realize 2nd 

order filter. Since the structure is simple and only one amplifier is necessary, Sallen-key 

filters are generally used as antialias filters. Figure 2.12 shows the Sallen-key filter.  

 

 

 

 

 

 

 

 

2.6.2 MOSFET-C Filter 
 

The MOSFET -C Filters are basically active RC filters but in place of resistor, tunable 

CMOS triode region transistors is placed. [47][53]. so, the time constant can be tuned by 

controlling the gate voltage Vc [53], [60].  

 

The advantage of the MOSFET-C filter is that the resistance is controlled by a control 

voltage, VC, resulting in an extended tuning range as the resistance increases to infinity 

[50], [61]. However, very high resistance values cannot be used in practice because of 

device mismatches and noise. In addition, rather high control voltage, VC is required for 

the triode region operation of the transistor. Due to this, it is difficult to get large signal 

swing when supply voltage is low. Moreover, MOSFET-C filtering technique is based on 

voltage mode op-amp so that high-frequency operation is achieved [52], [60], [61].  



 

The tunable CMOS resistors eliminate the use of capacitor matrices for time constant 

tuning. However, the triode region MOS resistor produces harmonics when the input 

signal is increased [53], [51]. Generally, the voltage difference between drain and source, 

VDS should be smaller than 20 % of the voltage difference between gate and threshold 

voltage, VG−VTH [53], for low harmonic components. If VG−VTH is 1V, VDS should be 

smaller than 200 mV. However, if a fully differential structure as shown in Figure 2.13 is 

used, the even order harmonics can be eliminated and increase the linearity [53], [45], 

[61]. In triode region, small signal current i
+

DS and i
-
DS are 

 

(a) 

 

(b) 

Figure.2.11 (a) Tow-Thomas Filter (b) Ackerberg-Mossberg Filter 

 



Figure.2.12 Sallen –Key Filter 

 
 

Figure.2.13 Fully-Differential MOS Resistor 
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So, the second order equation is cancelled and the current difference is proportional to 

VDS and controlled by VC. As long as the transistors are in the triode region, linear 

resistance can be achieved. 

 

MOSFET-C filter is required with passive resistor which can be replaced with triode 

region MOSFETs [53][62] but parasitic capacitance of triode region transistor can affect 

the characteristic of filter. Filter architecture is insensitive to parasitic CP which can be 

minimized when it is connected to virtual ground or output of Op-amp [45].Figure. 2.14 

show the suitable filter structure for MOSFET-C filter realization. Charge and discharge 

of CP1 by VS do not affect the performance. Also, the top and bottom plates of CP2 are 

connected to virtual ground and signal ground respectively. Therefore, this parasitic 

capacitance does not affect the performance. Output parasitic capacitance CP3 is 

connected to low impedance output node so the charge and discharge of the parasitic 



capacitance do not affects the filter much. According to Figure 2.14, a Tow thomas filter 

or a Sallen-key filter is a generally used structure for MOSFET-C filter [53], [63]. 

 

 
 

 

Figure.2.14 Filter Structure for MOSFET-C filter 

 

 

 

 

2.6.3 OTA-C filter 
 

OTA-C filters are more suited to high speed applications as opposed to the active RC and 

MOSFET-C filters described in the previous sections since they can be used in an open-

loop configuration and it need not constrained by the stability requirement [64], [61], [31]. 

OTA-C filter is generally known as Gm-C filter. OTA is basically different from a 

transconductor. OTA is an op amp without a low impedance output stage, ideally 

operating with a virtual ground at its input and whose transconductance value is mostly 

irrelevant, because its voltage gain is high [61]. A transconductor is a simply voltage 

controlled current source [61]. However, OTA-C or Gm-C filters usually have identical 

filter structures and functions, OTA-C filter in this section also includes Gm-C filter.  

 

The drawback of using OTA in an open loop configuration is that the circuit is limited to 

very small input levels which is required to operate the transconductor in linear region 

[65], [61]. Even though many different techniques have been reported to increase the 



input range while maintaining linearity, these techniques often degrade the frequency 

response due to additional parasitic [52], [65]. Even with the linearization technique, the 

input signal swing range is still less compared to the active -RC filters. Another drawback 

of OTA-C filters is their dependence on the parameter gm which makes them highly 

susceptible to process variations. This drawback can be accounted by including some 

kind of automatic tuning [52].  

 

 
Figure.2.15 Gm-C Integrator 

 

Gm-C integrator is a key block of the OTA-C filter. In a Gm-C integrator, the 

transconductance (gm) and integration capacitor C determine the unity gain frequency of 

the integrator. Instead of a simple transconductor, the operational transconductance 

amplifier (OTA) can be used. Figure 2.15 shows a Gm -C integrator. The input is fed into 

the transconductor of transconductance Gm and the output current of the transconductor 

is integrated by a capacitor. 
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In a Gm-C integrator, the integration is a passive operation because the Transconductor 

transforms the input signal into another form [44]. So, in case of summing operation, to 

add N inputs N transconductors required.  

Figure 2.16 shows the 1st order OTA-C filters. One advantage of the OTA-C filter is that 

passive components like the resistor and inductor can be realized with OTA and capacitor 

[53], [45]. As shown in the Figure 2.16, the resistor is realized by connecting negative 

input of OTA to positive output and the function of inductor can be realized in certain 

frequency by using two OTAs and a capacitor. However performance of OTA is 

dependent on linearity of resistor and inductor, so when high linearity is required passive 

resistor is used. Figure 2.17 shows the fully differential OTA-C biquad filter. As shown 



in the Figure 2.16, low pass and band pass functions can be obtained from the biquad 

OTA-C. In this filter, the passive resistor is replaced with OTA by negative feedback 

connection. This filter is 2nd order. For the higher order filter, this biquad filter can be 

cascaded. 

 

 
 

Figure.2.16 OTA-C filter 

 
 

Figure 2.17 OTA-C Biaquad Filter 

2.7 CMOS OTAs 

CMOS technologies are very convenient for implementing OTAs because their 

MOSFETs are inherently voltage-controlled current devices. A variety of CMOS OTAs 

with different topologies have been designed and developed for different purposes so far. 

According to their input/output topologies though, they can be categorized into the 

previously mentioned three types, i.e., single input/output, differential-input single-output, 

and differential input/output. These three types of CMOS OTAs with their advantages 

and disadvantages are described below. 

 



2.7.1 Single input/output OTAs 

Figure2-18 presents some common CMOS topologies [66] to implement the single 

input/output OTAs. Figure 2-18(a) is a single-NMOS common-source transconductor. 

Although it is the simplest, it has relatively low output impedance due to its Miller effect 

(input-output coupling) and low linearity, deviating it from an ideal OTA. To alleviate 

this problem, a cascode topology in Figure 2-18(b) is suggested, where a common-gate 

transistor M2 is introduced to provide isolation between the input and output. This 

unilateralization method increases not only the output impedance and linearity, but also 

the bandwidth and the available transconductance, at the expense of a higher voltage 

supply. The third topology in Figure 2-18(c) differs from the cascode topology in its 

common-gate transistor, where a PMOS transistor is applied instead of a NMOS one, 

resulting in a folded cascode topology. It provides the same isolation, but with a reduced 

voltage supply. Figure 2-18(d) is a regulated-cascode transconductor, which is an 

enhanced cascode transconductor. It replaces the gate DC bias of M2 in Figure 2-19(b) 

with a negative feedback from its source. This feedback further improves the linearity 

and the output impedance by a factor of (A+1) compared to the cascode transconductor, 

where A is the feedback gain. The improvement mechanism behind the cascode and 

regulated cascode topologies will be further explained in the next chapter. The fifth one 

in Figure 2-18(e) utilizes a PMOS current mirror to convert a negative transconductor to 

a positive one. 

 
 

Figure 2.18 Single Input/output OTA [66] (a) Common Source Transconductor (b) 

cascade  Transconductor (c) Folded Cascode Transconductor (d) Regulated 

Cascode Transconductor (e) Positive Transconductor 

 



Ignoring the parasitic in cascode and regulated-cascode transconductors in Figure.2-18(b), 

(c), and (d), the output currents of their input common-source transistors (M1) will 

propagate to their outputs (io) without any loss. Therefore, despite the different topologies 

of the transconductors in Figure 2-18, their transconductance gm can be unified, where gm, 

M1 is the transconductance of the input transistor M1, and Vi and io are the input voltage 

and output current respectively. The sign  is inserted to discriminate the positive 

transconductor in Figure 2-18(e) from the other negative ones. The transconductance in 

(2-1) can be tuned through the control of the DC current of each transconductor above. 

The more DC current, an OTA consumes, it has large tuning range and transconductance. 
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2.7.2 Differential OTAs 

Figure 2-19 depicts two typical CMOS implementations of the second-type OTA with the 

differential-input single-output topology [66]. They both contain a source-coupled 

differential-pair input stage, which can provide high input impedance, high gain, and high 

common-mode rejection simultaneously without much sacrifice. A scrutiny of their 

signal paths after the input stages reveals the important role that current mirrors play in 

these two implementations. 

 

In Figure 2-19(a), the current mirror CMp transfers the left output current of the input 

differential pair, 
di  , to the right to combine with its right output current  

di  ,from which 

the transconductor output current is twice, so does its transconductance: 
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Figure 2.19 Differential Input and Single Output [66]  

(a) Simple OTA (b) Balance OTA 

The balanced implementation in Figure 2-19(b) is different from Figure. 2-19(a) in that 

two PMOS current mirrors are added after the input differential pair improves the balance 

between its differential inputs. Furthermore, these two PMOS current mirrors can be set 

in such way that they have a size ratio of B between their (i) reference transistor and (ii)  

controlled transistor. This boosts their output currents by B times [67]. The boosted 

currents are combined at the output using a NMOS current mirror at the bottom, resulting 

in a transconductance as large as B times of the previous one’s:  
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The transconductance in (2-14) and (2-15) can both be tuned by changing the DC tail 

currents Itail in Figure. 2-19(a) and Figure 2.19(b). Equations (2-14) and (2-15) manifest 

the significant improvements of the transconductance by using the current mirrors 

compared to those in which single output is taken. The two equations, assume the ideal 

combination so that the two differential output currents arrive there at the same time. It is 

not exactly the fact because the output current from the left in each implementation in 

Figure. 2-19 requires an additional current mirror to combine itself with the right one, 

which introduces a time-delay difference between the two combined currents. Therefore, 

equations (2-14) and (2-15) are valid only when the time delay of the current mirrors for 



the current combinations is negligible compared with operating signal cycle. As the 

operating signal cycle decreases, the time delay will become comparable and the 

improvement from using the current mirrors will be lessened.  

 

The CMOS OTAs in Figure 2-20 illustrate two OTA implementations for the third-type 

fully-differential topology [66]. One can see that their structures are similar to that in 

Figure.2-20(b), but their two output currents remain. The aforementioned size ratio of B 

can also be applied in the current mirrors to increase their transconductance and therefore 

their current efficiency. The two OTAs in Figure 2-20 have the same transconductance, 

as can be derived below, 
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Again, the DC tail currents Itail in Figure 2-20 can be used for the above transconductance 

tuning. Compared to the OTA in Figure 2-20(a), the one in Figure.2-20(b) has an 

additional common-mode feed forward (CMFF) circuit comprising MC1, MC2, and MC3 to 

further enhance its common-mode rejection. The sizes of MC1, MC2, and MC3 should be 

properly selected to achieve a common-mode transconductance gain of Bgm,M1, in order 

to optimize its common-mode cancellation with the B-size PMOS transistors at the 

outputs, which have a common-mode transconductance gain of - Bgm,M1.  

 
 

Figure 2.20 Differential Input/output OTA [66] 



2.7.3 OTA Trends 

Currently, high frequency, high linearity, and low power are the three main concerns of 

CMOS OTAs. With many efforts, researchers have made significant progress in these 

three aspects of CMOS OTAs, especially the latter two. Meanwhile, there are lots of 

problems in each aspect as well as in combining all three aspects. Tradeoffs have to be 

made among these aspects in designing practical OTAs. The current trends on these 

aspects are reviewed below. 

 

2.7.3.1 High Frequency 

As mentioned previously, OTAs are regarded as a good candidate to replace OPAMPs for 

high-frequency applications. OTAs that can operate up to several hundred MHz have 

been reported [68-78]. For higher frequencies, such as those above 1 GHz, new 

technologies and techniques are required. 

CMOS scaling technology is one driving force behind the high-frequency OTAs. OTAs 

are built using transistors which mainly determine the OTA frequencies. Transistors with 

high cutoff frequency (fT) and high maximum oscillation frequency (fMAX) are desired. 

Most OTAs developed using long-channel CMOS technologies (>0.5 m ) had 

frequencies limited to 100 MHz or less according to [66] and its references. As the 

lengths of CMOS devices are scaled down, both channel delays and parasitic 

capacitances are reduced, which increases the cutoff frequencies of the transistors. 

Current CMOS 0.18 m  technology with fMAX up to 40 GHz has been well 

commercialized [79], and 0.13 m , 90 m , 65nm, and even 45nm technologies are also 

available to researchers, all with much higher fMAX than the 0.18- m  technology [80], 

[81]. These submicron and deep-submicron advanced technologies offer significant 

potential for various OTAs to be implemented at RF and even microwave frequencies. 

However, the study of RF/microwave OTAs circuits using these advanced technologies is 

still in its infancy.  

 

Besides the scaling technology, OTA topologies are also very important for high-

frequency OTAs. For an OTA in a given CMOS technology, capacitive parasitics can be 



reduced by optimizing its topology in order to maximize its frequency. To this end, 

simpler topologies are preferable. Those OTAs with multiple stages [82-83] are 

complicated structures and not suited for high-frequency purpose. As previously 

discussed for the second-type OTAs, the use of current mirrors to combine one 

differential output current with the other results in different time delays for the two paths, 

which is also not suitable. The simplest topology is single-transistor common-source 

transconductor that probably has the least parasitics in all possible topologies which has 

been used in RF circuits. This simplest topology has low output impedance, low linearity 

and small transconductance. The described cascode topologies are a good solution, which 

have an excellent balance between complexity and performance. They have been widely 

used in low noise amplifier designs at RF and microwave frequencies [84]. It will be 

shown in the rest of this thesis that the cascode topologies are also very useful for high-

frequency OTAs. 

 

2.7.3.2 High Linearity 

Linearity is a common issue of OTAs. When small input signals are applied then the 

output currents of a CMOS differential pair depend linearly on its input gate voltages 

only when small input signals are applied. Otherwise, high-order nonlinear terms must be 

included in the expression of the OTA output current [66], 
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 These nonlinear terms cause significant distortion of the transconductance, which reduces 

the desired fundamental signal and presents harmful inter-modulation products at the 

output of the OTA [85], [86]. 

 

To reduce the nonlinear problem, several techniques have been proposed. One simple 

way is to directly put a voltage divider before an OTA, such that the input voltage of the 

OTA itself is kept small for its linear operation. However, it also reduces the available 

transconductance as a tradeoff. Source degeneration illustrated in Figure.2-21 is a 



common way to reduce the nonlinearity, which also reduces transconductance usually by 

an order of the source degeneration factor N [66]. The two topologies presented in 

Figure.2-21(a) and Figure.2-21(b) utilizes degeneration resistors at the sources which 

realize the same transconductance and degeneration, and it can be exchanged. Shown in 

Figure.2-21(c), (d) and (e) are three active source-degeneration topologies based on 

topology as shown in Figure. 2-21(b). The degeneration resistor is simply replaced by a 

triode MOSFET in Figure.2-21(c). The one in Figure.2-21(d) also uses triode-MOSFETs, 

but with an additional internal mechanism that increases its transconductance for large 

signals, hence its linear range is expanded [87]. The last topology in Figure.2-21(e) 

utilizes two saturated transistors (M2) for the degeneration with their drain connected to 

gates. Its third-harmonic distortion can be reduced by a factor of N2, compared to its 

transconductance reduction of N due to the degeneration [87]. 

 

Some intelligent ways were also developed by means of an algebraic sum of nonlinear 

terms so that the nonlinear terms were automatically cancelled, yielding only a linear 

fundamental term in the ideal case [66]. Figure.2-22 shows two cross coupled topologies 

for the nonlinearity cancellation at the top and their practical implementations using 

MOSFETs at the bottom. Both topologies come from the high-order nonlinearity 

cancellation techniques for multipliers [66], [88]. 



 

Figure 2.21 Source Degeneration Linear Technique [66] 
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Figure 2.22 Linear techniques using nonlinear-term sum cancellation from [66]    

(a) multiplication-sum technique, and   

  (b) squaring-sum technique (V1= -V2). 

Techniques combining the above source-degeneration topologies and cross-coupled 

topologies also exist to further enhance the nonlinearity reduction [86-87]. Figure 2-23 

presents one technique combining the topologies of Figure. 2-21(d), Figure. 2-21(e) and 

Figure 2-22, a complex combination technique. A byproduct of the linear techniques in 

Figure 2-22(d) and Figure 2-23 is a reduction in power consumption. The issue of power 

consumption is discussed in next section. 



 
 

Figure 2.23 A complex combined linear technique from [87] 

 

2.7.3.3 Low power 

Mobile systems always require low power consumption in order to extend battery life. 

Non-portable devices also require low-power feature in order to save their energy costs as 

well as their thermal requirements. To use OTA circuits that contain several OTAs in 

such devices, low power operation of each OTA is required.  

 

The power consumption of an OTA is determined by two factors: its DC voltage supply 

and its DC current. This indicates two possible choices to obtain low power requirement. 

The aforementioned CMOS scaling technology can enable low-voltage operations of the 

transistors, which allows the OTAs to operate at low voltage supplies, and it is one 

primary way to reduce the power consumption.  

 

The other primary way is related to current-reduction techniques, which can reduce the 

DC currents flowing through the OTAs without change their transconductance, i.e., their 

power efficiencies can increase. Class-AB OTAs can accomplish this task. A class-AB 

OTA differs from a common OTA in that the class-AB has an adaptive bias circuit [67], 

[90-93]. A simplified class-AB OTA is shown in Figure. 2-24(a). The adaptive bias 

circuit can make the quiescent currents very low in order to dramatically reduce static 

power dissipation. When a large input signal is applied, it can automatically boost 



dynamic currents well above the quiescent currents, yielding an intelligent way to make 

full use of the DC currents. Accordingly, the above linear topologies in Figure. 2-21(d) 

and Figure 2-23 are also class-AB OTAs. The adaptive bias circuit in Figure 2-24(a) is 

actually a local common mode feedback (LCMFB) network, which can be realized using 

the level-shifter in Figure. 2-24(b) The OTAs in [90-91] adopt two level-shifters with a 

cross-coupled structure for their two input transistors, while the work in [67] utilizes two 

level shifters to control the common-mode node of its input differential-pair. The latter 

has an advantage over the former in that the latter’s lowest current in the differential pair 

is never less than the DC current of its level-shifter IB, and input transistors is cutoff [67]. 

Using a single level-shifter also exists [92-93], but with a lower output current and a 

requirement for an extra common-mode sensing circuit. 

 

 
 

Figure: 2.24 (a) Simplified Class AB Amplifier and (b) Level Shifter [90-91] 
 

 

 

 

 

 

 



2.8 OTA Topology 

Operational Transconductance Amplifier (OTA) is usually an integral part of many 

analog and mixed-signal systems. OTA is a very important circuit that is used to realize 

functions ranging from DC bias generation to high-speed amplification or filtering 

depending on its levels of design complexities. There are numerous types of 

transconductor available in analog circuits; symmetrical CMOS OTA and folded cascode 

OTA are the two main types of OTA used widely in all designs. In this section, 3 types of 

OTA will be discussed. 

 

2.8.1 Symmetrical CMOS OTA 

A symmetrical CMOS OTA consists of one differential pair and three current mirrors as 

shown in Figure 2.25. The input differential pair is loaded with two equal current mirrors. 

The gain of such Op-amp is limited due to the gain per transistor can be quite small for 

nanometer MOS Transistor devices. The input devices see exactly the same DC voltage 

and load impedance, which give the best option in matching. Besides, this OTA gives 

large output swing as the output is only connected to a PMOS and a NMOS. 

 
 

Figure 2.25 Symmetrical CMOS OTA 

 

 

 

 



2.8.2 Telescopic CMOS OTA 
 

In telescopic CMOS OTA, four cascode MOST are added M3-M6 in series with the input 

devices and current mirror to increase the gain as shown in Figure 2.26 Cascode M5 is 

included in the feedback loop around transistor M7 which allow larger output swing. 

Besides, telescopic has lower distortion at low frequencies and power consumption is not 

increase since there is only one biasing current source involved. However, the increased 

output impedance does not increase the GBW as the gain is increased but only at low 

frequencies. 

 
Figure 2.26 Telescopic CMOS OTA 

2.8.3 Folded Cascode OTA 
 

Folded cascode OTA consists of an input differential pair, two cascodes and one current 

mirror as shown in Figure 2.27. It utilizes the high swing current mirror hence output 

swing is higher than telescopic and high gain and GBW can be achieved because cascode 

at the output are used. However, the current consumption is twice of telescopic stage due 

to the additional current mirror. The main advantage of folded cascode OTA is that the 

input transistors can operate with their gate beyond the supply lines. The common mode 

input voltage range can include one of the supply rails and hence this can be used for 

single-supply systems. 



 
Figure 2.27 Folded Cascode OTA 

 

The performances of 3 types of OTA can be summarized in Table 2.2. Folded cascode 

OTA is chosen as the base transconductance cell as it is compromising in overall 

performances. 

 

Table 2.1 Comparison between various OTA Topologies 
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2.9   Automatic Tuning Scheme 

The frequency response of a filter is determined by the values of transconductances, 

resistances and capacitances. To maintain an accurate response of filter, absolute values 

of components are necessary. Absolute values on an integrated circuit can shift 

significantly due to process parameter variations, temperature and aging.  

 

Depending on the accuracy of response desired, many schemes with varying complexities 

have been proposed and implemented. All these are collectively called "automatic tuning 

schemes.” Since tuning of a high order filter is complex, integrated tuning schemes have 

generally relied on manipulating the response of basic filter building blocks like 

biquadratic sections. Tuning involves (i) Measure the filter response (ii) Compare the 

response with the desired response and (iii) Apply necessary tuning technique 

 



Chapter 3 

 

Design and Implementation of CMOS Folded cascade 

OTA 

 

3.1 Analog Integrated Circuits 

In the last few decades a revolution in the field of electronics is experienced in many 

fields. Starting from one single transistor to multimillion transistor circuits have provided 

us with the functionality that past generations could only dream of. The level of 

integration will continue to increase and the buzzword of today is “System- on-chip” 

(SoC). 

 

With the rising level of integration the complexity of integrated circuits increases. More 

and more functionality can be added as new process technologies evolve. With the 

increasing complexity the use of CAD tools that supports design on a hierarchy of 

abstractions becomes more important. For digital circuit design there exist a large variety 

of tools and design methodologies that efficiently supports designs using several levels of 

abstraction. This is required in order to keep in phase with the new capabilities offered by 

technology. 

 

For analog circuit design the situation is different. The level of abstraction is still kept at 

very low levels and there are not that many CAD tools available. The lack of a structured 

design flow is one of the major problems in analog circuit design. This becomes obvious 

when analog and digital circuits are put on the same chip, as in mixed-signal SoCs. In 

general, the digital parts account for about 90% of an integrated circuit while only 10% is 

analog. However, most of the time and effort are spent on the analog parts [94]. 



Even though the trend is to replace analog circuits with digital approach with possible 

ways, but there are still some functions where analog parts cannot be avoided. The most 

obvious are the communication with the “real” world outside the chip. Since the world 

consists of analog signals we must be able to interpret and convert these signals to 

something that can be fed as an input signal to a circuit, for example use a microphone to 

pick up variations in the air-pressure, a sensor to measure the intensity of light, or an 

antenna to transmit and receive radio frequency signals. 

 

Some of the most important applications of analog circuits are to bridge the gap between 

the “real” world and the digital domain. The need to go from analog to digital processing 

has made the use of analog-to-digital (ADC) and digital-to-analog (DAC) converters 

indispensable. Requirements of high-speed communications have made these circuits 

some of the most critical components in mixed-signal chips. 

 

Filters are other important components in such applications. Antialiasing filters are 

required whenever we sample an analog signal, thus an analog filter is necessary in all 

communication systems. Analog filters may also be found in hard disc drives where they 

perform antialiasing and equalizing of the signals read from the disc. Another important 

application of analog circuits are in radio frequency (RF) circuits. Here analog circuits 

are operating at frequencies in the range of several GHz in order to realize the functions 

required in modern wireless communication Systems. 

 

In all of the above analog circuits, amplifiers are one of the most important building 

blocks. It is thus clear that analog circuits are important and necessary in a large range of 

applications. This is especially true when considering SoCs where the link between the 

analog and the digital domain will be required in practically every circuit. To conclude, 

analog circuits are, and will remain, an important component in many integrated circuits. 

 

3.2 The Analog Design Flow 



A simplified view of an analog design flow is shown in Fig. 3.1. The starting point is an 

idea of the functionality to implement. 

 

The function is mapped onto an architectural description. In this process the functionality 

is decomposed into a set of high-level building blocks. The decomposition is continued 

until the functional block can be mapped onto a set of lower-level analog building blocks. 

The simulations done at this level are typically carried out using high-level models in 

order to validate the functionality of the concept. From these simulations, the 

specifications on the low-level blocks are extracted. Here the performance metric are 

measures of properties that are used to characterize the behavior of a cell. For example an 

amplifier must have at least a specific unity-gain frequency in order for a filter to work 

properly. 

 

 
Fig3.1: The Analog Design Flow  

In the next step these cells are realized by designing the low-level building blocks that 

previously derived performance specification. The cell design step includes choosing 



between several possible realizations in order to implement the functionality in the most 

efficient way. 

 

During the layout phase the geometries for the functional blocks is determined. Finally 

the building blocks are assembled to implement the desired functionality. Throughout the 

design process excessive simulations and validation steps are required. If the circuit fails 

to meet the specification at some level the proceeding design steps must be revised. This 

may include backtracking several steps in the design process. 

 

 

3.2.1 The Manual Design Methodology 
 

In Fig. 3.2 a flow graph for traditional manual cell-level analog circuit design is shown. 

The circuit specification puts lower and/or upper limits on some performance metrics 

while other may be less precisely specified. 

 

Topology section 

The designer has to choose a suitable circuit topology that is able to meet the 

specification. Usually there exist several topologies that implement a particular 

functionality. The designer have to decide upon one of them based on experience, simple 

hand calculations and rules of thumb. Also, the designer‟s choice may be influenced by 

other aspects than the actual performance of the circuit.  

 

Device Sizing 

In the component sizing step, the size of all transistors, resistors, capacitors, and biasing 

voltages and currents are determined. These parameters are referred to as the design 

parameters. Determining the values of the design parameters is a complicated task since 

the relation between the parameters and the resulting performance is a nonlinear function. 



 
 

Fig. 3.2: cell-level manual analog circuit design. 

 

 

To get the approximate sizes of the components simplified hand-calculation models may 

be used. The formulas are usually based on simple approximations of the transistor 

characteristics that may differ significantly from the real devices. The designer‟s previous 

experience with analog circuit design may give additional directions on what choices to 

make. Rules of thumb are also commonly used in order to reduce the large design space. 

 

In order to evaluate the performance of the initial sizing of the devices a circuit simulator, 

such as HSPICE or Spectre, is used. A test bench is created where a set of suitable input 

signals are applied to the circuit in order to extract the performance metrics of interest.  

 



Many circuit simulators offer the ability to sweep the value of the design parameters and 

determine their impact on the overall performance. Sweeping a large number of design 

parameters are, however, costly in terms of computational time. Thus, in practice, limited 

in the number of design parameters that can be swept. 

 

Some simulators, e.g., Spectre, offer a simple form of performance optimization. 

Typically a few design parameters may be adjusted using optimization in order to fine-

tune a set of performance metrics. However, in practice these optimization routines are 

only capable of handling a small number of design parameters. It also requires a good 

initial starting point. Thus, only minor improvements are achieved. The time required to 

perform the optimization task is also long, since the circuit simulator must be called 

repeatedly. 

 

If no feasible solution is found after performing several iterations with parameter 

adjustment and the design process have failed, designer has to go back and select a 

different circuit topology. Thus, it is, important that a suitable topology is chosen at the 

beginning of the design process. In a worst case scenario the specification for a particular 

cell have been set to tight, if this occurs the overall performance specification must be 

revisited. 

 

Layout Generation 

Layout generation is a time consuming part in analog design. In the layout phase, the 

device sizes from the previous design step are mapped onto a physical implementation. 

The tools available at this level are, traditionally, basic module generators, tools for 

checking design rules. While the goal, in most cases, is to make the design as dense as 

possible other aspects such as the impact of parasitic effects on the final circuit 

performance, matching conditions, and yield degradation are also important. 

 



In order to determine the layout-induced performance-shift an extraction tool is used. 

Given the geometries of the layout, the tool extract the interconnect parasitic of the 

circuit. In order to meet the performance specification the designer have to consider the 

degrading effect of the layout phase during the previous step. Thus, some extra design 

margins have to be added. 

 

If the margin is made to small, changes in the layout as well as resizing of the devices 

might have to be performed. Such tasks are, of course, time consuming and even a small 

change in the size of some devices might require large changes in the layout. On the other 

hand, if the design margin is made to large, the penalty will be, e.g., increased power 

consumption and larger chip area. 

 

3.3 Challenges in Analog Design 

The traditional analog design flow suffers from several problems. In this section some of 

these issues will be discussed in more detail. 

 

One of the most important aspects are the time spent on designing the low-level cells. 

The time required to design an amplifier might be in the order of weeks [95-96] when all 

design steps are considered. Since a large amount of all chips contains both analog and 

digital components this poses a severe bottleneck due to the gap between analog and 

digital design efficiency. Decreasing the time spent on the design of analog parts in a chip 

will have a large impact on the time-to-market for the whole chip. 

 

Another important aspect is the circuit performance. A circuit specification may contain 

requirements on tens of different performance metric. When sizing a circuit manually the  

designer has to understand how these performances metric are affected by changes in the 

design parameters. In a worst-case scenario the designer will adjust the width of the 

transistors in order to meet the requirement on bandwidth; however, while doing this the 

requirement on distortion is violated. It is clear that with an increasing number of effects 



and performance metrics taken into account the problem becomes difficult for a designer 

to comprehend. 

 

Depending on the application some of the performance metric will not affect the actual 

function of the circuit. Two examples of such properties are the power consumption and 

the total area used by the circuit. Two amplifiers with different power consumption may 

have similar operation characteristics. For example a mobile application it is therefore 

important to find the amplifier with the lowest power consumption while still meeting the 

specification. Since each iteration in Fig. 3.2 is costly, the number of circuits that can be 

examined in order to minimize the power consumption is limited. 

 

As shown in Fig. 3.3 it is assumed that there are restricted parameters spaces in which the 

device sizes can be chosen. With repeated iterations in which the device sizes are 

adjusted to meet the specification different points in the design space is visited. 

Continuing the process some part of the space where the performance specification is met 

can be found. Further, by exploring the feasible design space, e.g., the power 

consumption could be minimized. 

 

 
Fig.3.3: Design Parameter Space 

Yield is an important factor when considering the cost of the chip. Usually, manual 

design is carried out using nominal process parameters. When the device sizes have been 

determined the design is simulated using worst-case process parameters in order to 

measure the effect of process variations. The worst-case design parameters are derived by 

the process vendor in order to simulate process corners. Also, Monte Carlo simulations, 



where design and process parameters are varied according to statistical distributions, are 

used for this purpose. 

 

This method provides a way of predicting the circuit yield. However, the Monte Carlo 

simulations are time consuming. Also when a simulation fails there is no way of 

identifying what design parameters is causing the failure. The use of multiple sets of 

worst-case parameters will produce a large number of simulation results to take into 

account, further complicating the design process. Consequently these approaches are only 

used at the end of the design procedure to validate the performance. The actual device 

sizing is carried out using nominal process parameters. Adjustments to the design 

parameters are usually required in order for the circuit to work under several sets of 

worst-case parameters. 

 

During the layout phase many effects that will increase the yield and ensure good circuit 

behavior must be taken for consideration. The number of constraints on an analog layout 

can be huge and it is hard for a human designer to keep them in mind and make the 

appropriate choices. Also, the number of layout solutions that can be tried out is limited 

by the time consuming task of producing them. 

 

When migrating from one process technology to the next, the process parameters 

determining the performance of the circuit are changed. Also, layout rules, such as 

minimum spacing rules and so on, change. This usually requires a complete redesign of 

the circuit, both with respect to the sizing and the layout. Thus, the level of reuse of 

analog circuits is low. 

 

To conclude the following drawbacks of the manual design methodology are identified: 

 

 Time consuming and therefore costly. 

 Insufficient exploration of available design space, i.e., low utilization of existing 

process technology. 



 Hard to reuse previous designs. 

 High risk of errors being introduced. 

 Yield is not taken into account during the design process. 

 

3.4 The Process Technology 

Today there exist several process technologies for realizing integrated circuits. The most 

popular of these is the complementary metal-oxide semiconductor (CMOS). CMOS is the 

dominating process technology for Analog and digital integrated circuits today. 

 

In the CMOS process both n-channel (NMOS) and p-channel (PMOS) MOSFETs are 

used to realize the logical functions. Since the PMOS transistor is “on” when a low 

voltage level (zero) is applied to the gate, and the NMOS transistor is “on” when the gate 

potential is high (one) these devices can be used to form complementary circuits where 

the static power consumption is small.The low power consumption and the 

manufacturing cost of CMOS circuits is low compared to, e.g., bipolar circuits, has made 

CMOS the most popular process technology for digital circuits. 

 

Even though the bipolar transistors can work at higher frequencies, and the fact that 

analog and digital circuits are used on the same chip have made the CMOS process 

important for analog design as well. Special processes, such as Bi-CMOS, combine the 

bipolar technology with the CMOS technology. In this way the designer can use bipolar 

devices for performance-critical analog parts and CMOS for digital parts on the same 

chip. 

 

However, in this work the process technology considered is standard CMOS. Since our 

target is design analog amplifiers working at baseband frequencies, CMOS process 

technology is sufficient in most cases. 

 

Bipolar Vs CMOS Transistor [57] 



 

Category Bipolar CMOS 

Turn on Voltage 0.5V- 0.6V 0.8V- 1.0V 

Saturation Voltage 0.2-0.3V 0.2V- 0.8V 

Analog Switch 

Implementation 

Offsets, Asymmetric Good 

Power Dissipation Moderate to High Low but can be large 

Speed Faster Fast 

Number of Terminal 3 4 

Noise(1/f) Good Poor 

Noise Thermal OK OK 

Offset Voltage <1mV 5-10mV 

 

 

 

3.4.1 The CMOS Devices 

In this section, a simple model for the CMOS transistor is discussed. Even though this 

model do not predict the behavior of the sub-micron transistor accurately, the relations 

are still valuable to understand the relationship between different properties of the 

devices. Also, some of the concepts presented here are used in more accurate models as 

well. The equations presented are those normally used when performing hand 

calculations. They are also an integral part of the manual device sizing approach. 

 

Large-Signal Model 

The symbol of the NMOS and PMOS transistors are shown in Fig. 3.4. These symbols 

are the four-terminal version of the transistor. In this simple model the transistors are 

assumed to have three operating regions. Here the equations for the NMOS transistor are 

given. However, the corresponding relations and equations for the PMOS transistor are 

similar. For the NMOS transistor the cut-off, linear, and saturated regions are defined by 

the following relations 



 

Cutoff:  DS GS THV V V
 

 

Linear:   DS GS THV V V  and  GS THV V
 

 

Saturated:  DS GS THV V V  and GS THV V
 

----------(3.1)
 

 

Here THV , the threshold voltage is the minimum gate to channel voltage required in order 

to create a conducting channel between the drain and source in the transistor. The 

threshold voltage is modelled by 

 

( 2 2TH THO F BS FV V V
 

----------(3.2)
 

 
          

  
(a)                                                                              (b) 

 

Fig.3.4: (a) NMOS and (b) PMOS Transistor symbol 

Where THOV is the threshold voltage when BSV is zero. The additional terms are results of 

the body-effect. The body-effect is an increase in the threshold voltage due to the voltage 

difference between the substrate (bulk) and the source of the transistor. F is the 

difference between the Fermi potential at the gate and the Fermi potential at the substrate. 

 is the body-constant determined by the process parameters. Depending on the 

operating region the current through the transistor, DI is given 

 

Cutoff:   DI   0 

 

Linear:  DI  = 
2

[( ) ]
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n ox GS TH DS

VW
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Saturated:  DI = 2( ) [1 ]n ox GS TH DS

W
C V V V

L  
----------(3.3)

 

 

Where n is the mobility of electrons near the silicon surface for the NMOS transistor, 

Cox is the gate capacitance per unit area, is the output impedance constant, and W and L 

are the width and channel length of the transistor. In analog amplifiers the transistors are 

usually biased to work in the saturated region. The reason for this is that when a transistor 

operates in that region the current is controlled mainly by the gate-source voltage.  

 

Small-Signal Model 

For large signal variations the large-signal model can be used to calculate the behavior of 

the circuit. However, if only small signal variations are considered the nonlinear large-

signal model can be linearized. The small-signal model is a linearization of the large-

signal model around the operating point of the circuit. This model is only valid for small 

perturbations from the operating point. The models can be used in order to simplify the 

calculation of, e.g., the frequency dependent properties of the circuit. 

 
 

Fig.3.5 Small Signal Model of MOS Transistor 

 

A simple small-signal model for the NMOS transistor is shown in Fig. 3.5. Here mg is the 

transconductance and dsg is the output conductance. The small-signal parameters are 

derived using the following expressions: 
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3.5 Performance Metrics in Amplifier Design 
 
There are several important performance metrics that must be taken into account When 

designing an analog amplifier. The importances of these metrics are of course highly 

dependent on what application of the amplifier is intended to be used in. In this section 

some commonly used performance metrics for analog amplifiers are discussed. 

Depending on the application of the amplifier, other performance metrics might also be 

of interest. The purpose of this section is not to give a full coverage of all existing 

performance metrics in analog circuit design, but to introduce and explain some of the 

concepts used later on.  

 

The general amplifier transfer function is: 
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----------(3.5) 

 

 

Here z denotes a zero and p denotes a pole. 0A is the DC gain, i.e., the gain when s is 

equal to zero. Further, the output signal of a differential amplifier can be written as: 
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----------(3.6)

 



Where ( )CMA s  is the common mode gain and ( )DMA s  is the differential gain. Vp(s) is the 

positive input signal while Vn(s) is the negative input signal. 

 

Bandwidth and Unity-Gain Frequency 

 
In Fig. 3.6 the magnitude and phase response of an amplifier with two-poles are shown. 

The bandwidth of an amplifier is defined as the frequency band for which the amplitude 

is within 3dB of its maximum value.  

 

The bandwidth for the amplifier in Fig. 3.6 is about 100 rad/s. Another performance 

metric is the unity-gain bandwidth (UGBW). The UGBW is defined as the frequency 

range for which the amplifier has a gain that is at least equal to unity. Further, at the 

unity-gain frequency, u, the amplification of the input signal is equal to unity, i.e., 

above this frequency the input signal is no longer amplified. The unity-gain frequency is 

defined as: 

 

( ) 1uA jw  

 

 



 

Fig. 3.6: Magnitude and Phase Response of Amplifier 

 

Phase Margin: 

 
The phase margin m  is defined as: ( ( ) ( )m uarg A jw  

Here is the feedback factor in a closed-loop amplifier configuration. The phase Margin 

is a stability measure for the amplifier. 

 

Positive and Negative Power Supply Rejection Ratio 

 
The power supply rejection ratio (PSRR) measures the amplifiers ability to suppress 

variations in the power supply voltages. In the ideal case, a change in supply voltage will 

not effect the performance of the amplifier. However, in reality, changing the power 

supply voltage will affect the bias levels and thereby the operation of the circuit. Both 

positive PSRR, i.e., the suppressions of variation in the positive power supply voltage, 

and negative PSRR, i.e., the suppression of variations in the negative power supply 

voltage are of Important. The definitions are 
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----------(3.7)

 

 

Where VDDA is the magnitude of the frequency response from the positive power supply to 

the output terminal and VSSA is the magnitude of the frequency response from the negative 

power supply to the output terminal. 
 

Common Mode Rejection Ratio 

 
The common mode rejection ratio (CMRR) is a measure of how unwanted common 

mode signals on the amplifier input terminal are suppressed. In 
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----------(3.8) 
 

the gain of the common-mode signal is compared to gain of the differential signal. In the 

ideal case the CMRR is infinitely large, i.e., the common-mode signal is not amplified of 

at all. 

 

Slew Rate 

 
The slew rate is defined as the maximum slope at an amplifiers output. 
 

[ ]outdV
SR Max

dt  
----------(3.9)

 

 

It is measured by applying a large step to the input terminal and measure the slope at the 

output terminal. When slew-rate limitation occurs the amplifier will not act as a linear 

system. For example, if a large step is applied on the amplifiers input terminal, the output 

signal is a linear ramp with a constant slope (the SR). 

 

Distortion 

 
When a sinusoidal signal is used as the input to an amplifier the output signal, in the ideal 

case, is a linear amplification of that signal. However, in reality the shape of the output 

signal deviates from its input. This is due to that nonlinearities in the amplifier distort the 

signal. 

 

There are several types of nonlinearities in analog amplifiers. First of all, the circuit 

elements, i.e., transistors, capacitors, and resistors are nonlinear elements.  Secondly, 

other effects such as slew rate limitation causes nonlinear behavior. 

 



Distortion appears as unwanted frequency components at the circuits output. One way of 

measuring the harmonic distortion, i.e., the effect of higher-order harmonics is by 

measuring the total harmonic distortion (THD). THD relates the fundamental and the 

higher order harmonics. It is calculated by summing the higher order harmonics and 

comparing them to the fundamental according to 

 

210log
n

Fundamental

P

THD
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----------(3.10) 
 

 

Where nP is the power of the nth harmonic while FundamentalP  is the power of the 

fundamental. Other performance metrics for linearity are harmonic distortion, 

compression and intercept points, and inter modulation distortion [67]. The concept of 

intercept points is illustrated in the Fig. 3.7 

The intercept points are computed by extrapolating the curves of the fundamental, second 

and third harmonic according to Fig. 3.7 Since the second harmonic increases 

quadratically, it will intersect with the fundamental at some point, IIP2. The higher the 

interception is located; the better is the suppression of the harmonic 

 



 
Fig.3.7: Intercept Point and Spurious Free Dynamic Range 

 

Noise 

 
In MOSFETs there are mainly two types of noise sources, thermal and flicker noise (1/f 

noise) [31]. Thermal noise arises in resistors and is the result of random motions of 

electrons due to thermal effects. Flicker noise is believed to be the result of charges being 

“trapped” in the device for various reasons and later released. Unlike thermal noise 

flicker noise is frequency dependent and decreases inversely with the frequency. 

 

The noise spectral density at the circuit output is computed by summarizing the 

contribution of all independent noise sources in the circuit according to 
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----------(3.11)

 



 

Here n is the number of noise sources, iS is the spectral density of the noise source, and 

nH is the magnitude response from the noise source to the output of the circuit. By 

integrating the noise over a frequency band the noise power is obtained. 

 

A common performance metric for noise is the signal-to-noise-ratio (SNR) defined by 
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It is defined for a specific frequency range over which the corresponding signal and noise 

power is integrated. 

 

Common-Mode Range and Output Range 

 
The common-mode range (CMR) is defined as the range of the common-mode level at 

which the circuit responds properly to differential input signals. In order to determine the 

CMR, an acceptable level of distortion at the circuit output may be defined. 

 

The output range (OR) is defined as the range in which the output signal can vary, given 

that the distortion must be lower than some threshold value. 

 

 

 

 

 

 

Circuit Area, Power Consumption, and Yield 

 
Some performance metrics do not directly affect the functionality of the circuit but they 

are associated with its cost. A typical example of such performance metrics is the silicon 

area occupied by the circuit. The area of the chip directly affects the manufacturing costs 

and it is therefore of interest to make the circuit as small as possible. 

 



The power consumption is more important because a large number of applications 

nowadays running on battery. The power consumption directly affects the operation times 

for such products and is therefore an important performance metric. 

 

During the manufacturing process, a certain percentage of all circuits will, due to various 

reasons, not operate according to the specification. Yield is defined as the number of 

circuits, out of a set, that do operate according to the given specifications. Maximizing 

the yield directly affects the cost of manufacturing a chip. Designing for high yield is 

therefore important. Further, the yield is partly depending on the chip area since the 

number of process errors is approximately the same per unit area. Thus, a lower 

percentage of the chips will be affected by these errors if each chip is made smaller. 

 

Trade-Offs in Analog Amplifier Design 

 
It is clear that there is numerous performance metrics used for analog circuits. What 

makes the design process even more challenging is the nonlinear relation between them. 

In Fig. 3.8 some of these relations, present in analog amplifier design, is illustrated. For 

example, when trying to lower the power supply voltage the voltage swing is reduced. If 

the voltage swing is reduced the SNR is decreased and so on. Thus, determining the 

relations between the performance metrics is crucial in analog circuit design. Simple 

device models can give some information of possible trade-offs.  

 
 

Fig.3.8: Tradeoffs in Analog Amplifier Design [49] 



 

 

3.6 Operational Amplifiers 
 
The evolution of very large scale integration (VLSI) technology has developed to the 

point where millions of transistors can be integrated on a single die or “chip”. Integrated 

circuits once filled the role of subsystem components, partitioned at analog-digital 

boundaries; they now integrate complete system on a chip by combining both analog and 

digital functions. Complementary Metal-oxide semiconductor (CMOS) technology has 

been the mainstay in mixed-signal implementations because it provides density and 

power savings on digital side, and a good mix of components for analog design. In a few 

years, from now, CMOS technology will overpower the whole electronic industry. 

Designing High Performance analog circuits is becoming increasingly challenging with 

the persistent trend toward reduced supply voltages. The main bottleneck in an analog 

circuit is Operational-Amplifier. At large supply voltages, there is a trade-off among 

speed, power and gain amongst other performance parameters. Often these parameters 

present contradictory choices for operational-amplifier architecture [57]. 

 

Operational Amplifiers (usually referred to as op-amps) have become one of the most 

versatile building blocks in analog processing system and are an integral part of many 

analog and mixed-signal systems. Ideally they perform the function of a voltage 

controlled current source, with an infinite voltage gain. Op-amps with vastly different 

levels of complexity are used to realize functions ranging from DC bias generation to 

high-speed amplification or filtering. The design of op-amps continues to pose a 

challenge as the supply voltage and transistor channel length scale down with each 

generation of CMOS technology. 

 

Operational amplifiers are the amplifiers that have sufficiently high forward gain so that 

when negative feedback is applied, the closed loop transfer function is practically 

independent of the gain of op-amp [57]. The primary requirement of an op-amp is to have 

an open loop gain that is sufficiently large to implement the negative feedback concept. 



Most of the CMOS op-amps that do not have a large enough gain require two or more 

gain stages. 

The unbuffered operational amplifier better described as operational transconductance 

amplifier since the output resistance typically will be very high (hence termed “as 

unbuffered”). The term “buffered” and “unbuffered” is used to distinguish between high 

output resistance (operational transconductace amplifiers or OTAs) and low output 

resistance amplifiers (voltage operational amplifiers). 

 

 

Table 3.1 Comparison of OPAMP Vs OTA 
  

 

OPAMP 

 

OTA 

 

High input impedance and low out- put 

impedance. 

 

 

High input impedance and high output 

impedance. 

 

 

Modeled as a voltage controlled voltage 

source because of the above property. 

 

 

Modeled as voltage controlled current 

source. 

 

 

Used with external feedback for creating 

circuits. Used as an output buffer. Contains 

compensation capacitor in its circuitry 

between the 2 stages (Miller 

compensation). 

 

 

All nodes are at low impedance except for 

the input and the output nodes. 

 

 

Op-amp becomes unstable with larger load 

capacitances. 

 

 

Better frequency capabilities than op-amp. 

As load capacitance increases the phase 

margin increases and the OTA is stable. 

 

 

An OTA with output buffer is an op-amp. 

 

 

Generally a single stage design 

 

  

For most on-chip applications as loads are 

capacitive the design of opamp is 

essentially design of an OTA 

 

 



 

3.6.1 The Operational Transconductance Amplifier  

Many modern Op-Amps are designed to drive only capacitive loads. In this case, it is not 

necessary to use a voltage buffer to obtain low output impedance. So it is possible to 

realize Op-Amps with higher speeds and larger signal swings than those that drive 

resistive loads. These Op-Amps are possible by having only a single high-impedance 

node at the output. The admittance seen at all other nodes in these Op-Amps are on the 

order of 1/ mg , and in this way the speed of Op-Amp is maximized. With these Op-Amps, 

compensation is usually achieved by the load capacitance LC . As LC  gets larger, these 

Op-Amps gets more stable but also slower. One of the most important parameters of 

these modern Op-Amps is gm (ratio of output current over input voltage), therefore they 

are sometimes referred to as Operational Transconductance Amplifiers (OTA).  

 

The schematic symbol and equivalent circuit model for an Operational Transconductance 

Amplifier (OTA) are shown in Figure 3.9(a), (b) respectively.  

 
 

Figure 3.9 OTA and its Equivalent Circuit 

 

The OTA converts an input voltage to an output current relative to a 

transconductance gain parameter G
m

=i
o
/v

i
. Ideally the input and output resistances 

are infinite (R
i
=R

o
=∞) such that i

i
=i

Ro
=0 and the output current is absorbed solely by 



the load. The conventional OTA is classified as a class A amplifier and is capable of 

generating maximum output currents equal to the bias current applied.  

 

The equivalent circuit model indicates the transconductance amplifier generates an 

output current (i
o
) proportional to an input voltage (v

i
) based on the 

transconductance gain G
m

. The open circuit voltage gain of the conventional OTA 

model in Figure 3.9 (b) is given by A=G
m

R
o
.  

3.6.2 Single Stage OTA 

The entire differential amplifier can be considered as OTA. Figure 3.10 shows two 

such topologies with single Ended and differential outputs.  The small signal, low 

frequency gain of the both circuit is ( )mN ON OPg r r , where the N and P denotes 

NMOS and PMOS. The bandwidth is determined by load capacitance LC .  

 

The circuits of Figure 3.10 suffer from Noise Contribution from transistor 1 4M M . 

In all op amp topologies, at least 4 transistors contribute to the input noise: two 

from input transistor and two from load transistors. 

 

 
 

Figure 3.10 Differential input with Single Ended and Double Ended Output 

 

3.6.3 Telescopic Topology 
 



In order to achieve high gain, differential cascode topologies shown in figure 3.11 for 

single ended and differential output generation respectively. Such circuits show a gain on 

the order of 2 2[( )]mN mN ON mP OPg g r g r , but at the cost of output swing and additional poles. 

Such configuration called “Telescopic” cascode OTA. The circuit with single ended 

output suffers from a mirror pole at node X which creates issue of stability. In the fully 

differential version of Figure 3.10, output swing is given by:  

1 3 5 72[ ( )]DD OD OD CSS OD ODV V V V V V .Another drawback of telescopic cascode is 

difficulty in shorting their inputs and outputs e.g to implement unit gain buffer. 

 
 

Figure 3.11 Cascode OTA with single ended and double ended output 

 

3.6.4 Folded cascode Topology 

 
In order to alleviate the drawback of telescopic cascode, namely, limited output swing 

and difficulty in shorting the input and output, a “Folded Cascode” can be used. In the 

circuit shown in Figure 3.12, the small-signal current generated by 1M  flow through 2M  

and subsequently the load, which can produce an output voltage 1m out ing R V . The primary 

advantage of folded cascode structure lies in the choice of voltage level because it does 



not stack the cascode transistor on the top of the input device. The idea in figure 3.11 

shown Figure 3.13, the resulting circuit replaces the NMOS input pair with PMOS 

counterpart.  

 

In figure 3.13(a), one bias current SSI , provides the drain current of the both the input 

transistor and cascode devices, whereas n fig 3.13(b) input requires an additional bias 

current i.e. 1 3/ 2SS SS DI I I . Thus, folded cascode consume higher power. In figure 

3.13(a) input CM level cannot exceed 1 3 1_b GS THV V V  where as in figure 3.13(b) in 

cannot be less than 1 3 _b GS THPV V V . 

 

Figure 3.12 Folded Cascode Circuits 



 

Figure 3.13 Folded Cascode Topology 

3.6.5 Two Stage Topology 

 

Figure 3.14 Two Stage op-amp 

 

The gain of one-stage topologies is limited to the input pair transconductance and the 

output impedance. Two-stage op amps consist of first stage providing a high gain and the 

second providing large swing. The first stage incorporates various amplifier topologies, 

but the second stage is typically configured as a simple common- source stage to allow 

maximum output swings. Each stage in figure 3.14 can incorporate various amplifier 

topology but second stage is typically is simple common source stage, so allow maximum 

output swing. 

 

In figure 3.15 two stage op amp, first and second stage exhibit gain which is equal to 

1,2 1,2 3,4( )m o og r r  and 5,6 5,6 7,8( )m o og r r , respectively. 



 

Figure 3.15 Simple Two Stage op-amp 

The overall gain is therefore comparable with that of cascode op amp, but the swing at 

1outV  and 2outV  is equal to
5,6 7,8DD OD ODV V V . To obtain higher gain, first stage can 

incorporate cascode devices as in fig 3.16. The overall gain can be expressed as: 

1,2 3,4 3,4 3,4 1,2 5,6 5,6 5,6 7,8 9,10 9,10 11,12{ [( ) ] [( ) ]} [ ( )]v m m mb o o m mb o o m o oA g g g r r g g r r X g r r   

 

Figure 3.16 Two Stage op-amp with cascoding 



Each stage introduce at least one pole in open loop transfer function, making it difficult to 

guarantee stability in feedback using op amp, so op amp with more than two stage is 

rarely used.  

 

3.6.6 Two Stage, Telescopic, & folded-cascode Topology: Discussion 

 
Two stage op-amp has high output voltage swing and high power consumption because if 

its two stage. 

  

The overall voltage swing of a folded-cascode op-amp is only slightly higher than that of 

a telescopic configuration. This advantage comes at the cost of higher power dissipation, 

lower voltage gain, lower pole frequencies, and higher noise. 

Folded-cascode op-amps are used quite widely, even more than telescopic topologies, 

because the input and outputs can be shorted together and the choice of the input 

common-mode level is easier. In a telescopic op amp, three voltages must be defined 

carefully: the input CM level and the gate bias voltages of the PMOS and NMOS cascode 

transistors, whereas in folded-cascode configurations only the latter two are critical. 

 

In folded-cascode op-amps, the capability of handling input CM levels are close to one of 

the supply rails. The folded cascode stage also has more devices, which contribute 

significant input referred thermal noise to the signal.Telescopic op-amp has severely 

limited output swing and hence the dynamic range. It is smaller than that of Folded 

Cascode because the tail transistor directly cuts into output swing from both side of op-

amp. 

 

 

 

 

 

 



Table 3.2: Comparison between Single and Multistage OTA 

 

Single Stage OTA Multi Stage OTA 

 Single high impedance (voltage gain) 

node 

 Near maximum power efficiency 

 Limited gain and/or output range 

 Can be combined with cascodes, gain 

boosting 

Examples: 

 Telescopic OTA 

• Maximum power efficiency 

• Limited input common-mode range 

 Folded cascode 

• Large input common-mode range 

• Slightly improved output range 

• Folding adds noise and power penalty 

Advantages over single stage OTA 

 Reduced interaction between 

gain and output range 

 Somewhat higher drive 

capability for given inC  

Disadvantages 

 Increased power dissipation or 

            reduced speed 

 Need for compensation 

Examples: 

 Miller-compensated 2-stage 

OTA 

 Nested Miller compensation 

 

 

3.7  /m dg I Methodology 
 
The present trend toward portable equipment as well as the increasing circuit density and 

size of integrated Systems tend to make low power consumption a primary concern [97], 

[98]. In CMOS analog circuits the minimum power consumption is achieved when MOS 

transistors operate in the weak inversion region [99]. However, the best compromise in 

terms of consumption and speed is achieved in moderate inversion. 

 

Mainstream methods assume generally strong inversion and use the transistor gate 

voltage overdrive (GVO) as the key parameter, where GVO = ( )gs THV V  gsV  being the 

gate voltage and THV  the threshold voltage [100-101]. Micro power design techniques, on 

the other hand, exploit known weak inversion models [99, 102].Here,design methodology 



that allows a unified synthesis methodology in all regions of operation of the MOS 

transistor. It provides an alternative taking full advantage of the moderate inversion 

region to obtain a reasonable speed power compromise. The method exploits the 

transconductance over dc drain current ratio ( /m dg I ) relationship versus the normalized 

current ( /( / )dI W L .  

 

The long-channel design has different set of equations which govern each region of 

operation. The overdrive voltage Vov is a key parameter which defines the region the 

device is operating in. The /m dg I method characterizes the performance of a transistor in 

all regions of operation [103]. The following section develops the long-channel equations 

of the transistor. From these equations we derive the figure of merits for the 

/m dg I method. For the figure 3.17, assume device in strong inversion and saturation. 

 

 

Figure 3.17 nMOS Device Operated in Strong Inversion and Saturation 

 

2( ) (1 )D n ox gs TH ds

W
I C V V V

L
 

----------(3.12) 

 

( ) 2d
m n ox gs TH n ox d

gs

I W W
g C V V C I

V L L
 

----------(3.13) 



2
2

( )

d n ox
d

m

gs THd

W
I C

ILg
V VI

 

-----------(3.14) 

The maximum speed of an amplifier is limited by the the transconductance ratio of and 

the capacitance of a transistor.  
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Tf is a key parameter for characterizing the achievable gain·bandwidth product with 

circuits that use the device with assumption that CMOS device follow the square law 

relationship. 
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These formulations are only accurate over a narrow region of strong inversion (with the 

device in saturation). 
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Moderate Inversion: Compromise Between the two 

 

 

Figure 3.18 Transconductance Efficiency Vs Tf  



 

Figure 3.19 Transistor “Inversion” Operating Region 

The performance of any analog circuit can be broadly divided into its large signal and 

small signal characteristics. The current dI  determines the power dissipation; voltage DSV  

the available signal swing, transconductance mg signifies speed and voltage gain; the 

intrinsic capacitances ( )gs gd dbC C C determine the speed and the output impedance; 0r  

the voltage gain of the circuit.  

 

The choice of /m dg I is based on its relevance for the three following reasons. 

1) It is strongly related to the performances of analog. 

2) It gives an indication of the device operating region. 

3) It provides a tool for calculating the transistors dimensions 

 

 

 

 

 



3.8 Why Folded Cascode OTA? 

The gain that can be achieved by a single stage is around 30 dB. Thus, in order to achieve 

higher gain it is necessary to use a cascade of two stages. However, two stages bring 

about two poles one close to the other and this requires compensation network, besides 

increasing the complexity, reduces the design flexibility. A cascade with cascode load 

permits us to achieve high gain without the disadvantage of having two poles one close to 

each other.  

 

Therefore the use of cascode based OTA is an interesting solution alternative to the two 

stages OTA. Thus two options have been left; one is “Telescopic configuration” and the 

other one is “folded cascode” configuration. The primary advantage of folded structure 

lies in the choice of voltage levels because it does not “stack” the cascode transistor on 

the top of the input device. Further Telescopic OTA suffers with limited output swing 

and hence the dynamic range. It is smaller than that of Folded Cascode because the tail 

transistor directly cuts into output swing from both side of op-amp. 

 

(a) (b)  

Figure 3.20 (a) TelescopicCascode (b) Folded Cascode  



 

(a) 

 

(b) 

Figure 3.21 Equivalent Circuit of (a) Telescopic Cascode and (b) Folded Cascode 

3.8.1 Basic Configuration of CMOS Folded cascode OTA 

The folded-cascode OTA is shown in Figure 3.22. The name "folded-cascode" comes 

from folding down p-channel cascode active loads of a diff-pair and changing the 

MOSFETs to n-channels. This OTA, like all OTAs, has good PSRR compared to the 

two-stage op-amp since the OTA is compensated with the load capacitance. 

 

To understand the operation of the folded-cascode OTA, consider Figure 3.22 without the 

diff-amp M1/M2 in the circuit. Without the diff-amp present in the circuit, tail current 

flows in all MOSFETs. MOSFETs M3and M4 provide the DC bias voltages toM5-M8. 

Note that the cascoded MOSFETs (M9-M12) are not biased for wide-swing operation.  

 

 

A wide-swing biasing circuit could replace M3/M4, and M9-M12 could be replaced with 

a wide-swing current mirror. Biasing for wide-swing operation increases the output 



voltage swing. When the diff-amp is added back into the circuit, it steals half current 

from M7-M12, reducing their drain currents to divide by 2. 

 

 

Figure 3.22 Folded Cascode OTA 

Applying an AC input voltage, inV  causes the diff-amp differential drain current to 

become m ing V ( mg  is the transconductance of the diff-amp). This AC differential drain 

current is mirrored in the cascoded MOSFETs M7 through M12. The output voltage of 

the OTA is then 

0out m inV g V R  

----------(3.17) 

where 

0R =(R looking in to drain of M10)(R looking in to drain of M8) 

= 010 10 012 08 08 06[ (1 )] [ (1 )]m mr g r r g r  

 

 

The gain of the folded-cascode OTA is given by 

 

0
out

m
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V
g R

V
 

 



The dominant pole of the OTA is located at 01/ 2 LR C • Parasitic poles exist at the 

sources of M7/M8 and M9/M1O. These parasitic poles should be larger than the unity 

gain frequency
2

m
u

L

g
f

C
 of the OTA. 

 

3.8.2 CMOS Differential Amplifier(N-Channel) with Current Mirror 

 

Figure 3.23 N-Channel Input Pair Differential Amplifier 

 

(a) 

 

(b) 



Figure 3.24(a) Small Signal Model and (b) Simplified Small Signal Model using 

symmetry 

 

Unloaded Differential Transconductance Gain: 
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Thus we have a single output which is proportional to the difference of inputs. The 

effective mG is just the mg  of either of the diff-pair transistors. 

Unloaded Differential Voltage Gain: 
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----------(3.19) 

Parasitic Capacitances: 

 

 
Figure 3.25 Parasitic Capacitances 



 

TC   =  Tail Capacitor (Common Mode only) 

MC        = Mirror Capacitor    = 
1 1 3 4 3dg db gs gs dbC C C C C  

OUTC     =         Output Capacitor    =   
4 2 2bd bd gd LC C C C  

Small Signal Model: 

 

Figure 3.26 Parasitic Capacitance with Small Signal Model 

 

3.8.3 CMOS Differential Amplifier(P-Channel) with Current Mirror 

 

Figure 3.27 P-Channel Differential Amplifier with Current Mirror 

 

Lowest common mode input voltage at gate of M1 (M2) 

1(min) 3 1 1G SS GS SD SGV V V V V  



 

For saturation, the minimum value of: 

1 1 1SD SG TV V V  

 

Therefore 
1(min) 3 1G SS GS TV V V V  

 

or 1(min) 3 1
SS

G SS TO T

I
V V V V  

1
1(max) 5 1 5 1

1

2 D
G DD SD SG DD SD T

I
V V V V V V V  

----------(3.20) 

 

3.8.4 What is Current Mirror? 

 



 

 

Figure 3.28 Graphical Characterization of current Mirror 

 

Ideally: 0 I Ii A i  

  0inR  

  outR  

3.8.5 Cascode Current Mirrors 

 
This configuration is used to increase the output resistance of current source or sink. 

Increasing the outputresistance of a current source or sink is simply a matter of stacking 

up the MOSFETs until the desired output resistance is reached. The limitation of stacking 

a large number of cascode devices is the increase in the minimum voltage across the 

surrent source/sink needed to keep the entire device in saturation. 

  



 

 
 

Figure 3.29 Cascode Current Mirror and its small signal Model 

 

Calculation of Output Resistance: 
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----------(3.21) 

3.8.6 Wilson Current Mirror 

 

Principle of Operation: 

 
Series negative feedback increase output resistance 

 
1. Assume input current is constant and that there is high resistance to ground from the 

gate of M3 or drain of M1. 

2. A positive increase in output current causes an increase in 2GSV . 

3. The increase in 2GSV  causes an increase in 1GSV . 

4. The increase in 1GSV  causes an increase in 1Di . 

5. If the input current is constant, then the current through the resistance to ground from 

the gate of M3 or the drain of M1 decreases resulting in a decrease in 3GSV . 

6. A decrease in 3GSV  causes a decrease in the output current opposing the assumed 

increase in step 2. 

Output Impedance of the Wilson Current Source: 

 



 
 

Figure 3.30 Small Signal Model of Wilson Current Mirror 
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Improved Wilson Current Mirror: 

 

Figure 3.31 Improved Wilson Current Mirror 

 

Additional diode-connected transistor equalizes the drain-source voltage drops of 

transistors M2 and M3. 

 

Table 3.3: Summary of Current Mirrors 

 

 

Current Mirror 

 

 

Performance 

 

Output Resistance 

 

Minimum Voltage 

 

Wilson Current Mirror 

 

 

Excellent 

 

2

m dsg r  

 

2 ONV  

 

Cascode Current Mirror 

 

 

Excellent 

 

2

m dsg r  

 

2T ONV V  

 

 

 



3.8.7 Designed Practical Folded cascode OTA 

 

To understand the operation of the folded cascode OTA as shown in Figure 3.32, this last 

has a differential stage consisting of PMOS transistors M9 and M10 intend to charge 

Wilson mirror. MOSFETs M11 and M12 provide the DC bias voltages to M5-M6-M7-

M8 transistors.The open-loop voltage gain is given by: 

 

9 4 6

2 2 2

4 6( )
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----------(3.23) 

Where 9 4 6, ,m m mg g g  are the transconductance of Transistor 9 4,M M  and 6M . DI  is the 

bias current flowing in MOSFETs 9 4,M M and 6M . LC is the load capacitance at the 

output node. n  and 
p

are the parameter related to channel length modulation for 

NMOS and PMOS device. Taking the Complementarily between 4M  and 6M so that: 

 

4 6m mg g . 

Gain Becomes 

9 4

2 2 2( )
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D n p

g g
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----------(3.24) 

 

The unity gain frequency of the OTA is given by design strategy is given as: 
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Figure 3.32 Designed Practical Folded Cascode OTA Schematic 

 

 

 

 



 

Table 3.4: Specifications for Designed Practical Folded Cascode OTA 

 

Specifications Value 

Gain(dB) 55 

tF (MHz) 400 

Load Capacitor(pF) 0.1 

Phase Margin(degree) > 050  

Technology 0.18 m  

 

Based on above specification and design equations Sizing of Transistors are as under. 

 

Table 3.5 Calculated Design Parameter for Folded Cascode OTA 

 

PARAMETER VALUE 
1

9,10 / ( )m Dg I V  8.3 

9,10/( / ) ( )DI W L A  0.9 

1

4 / ( )m Dg I V  5.84 

4/( / ) ( )DI W L A  1.62 

 

 

Table 3.6 Sizing of Transistor for Folded Cascode OTA 

 

Transistor Width  Value( m) 

 

1 2 3 4, , ,M M M M  

 

24.69 

 

5 6 7 8 11 12, , , , ,M M M M M M  

 

3.00 

 

9 10,M M  

 

44.44 

 

 



The designed Folded Cascode OTA was biased at 1.8V power supply voltage using 

CMOS technology of 0.18 µm with the BSIM3V3 (Level 49 Parameter) MOSFET 

model Parameter. 

 

3.9 Simulation Results of Wilson Current Mirror base Folded 

Cascode OTA 

 

3.9.1 Gain and Unit Gain Band Width (UGBW) of  Wilson Current 

Mirror base Folded Cascode OTA 

 

 

 

Figure 3.33 AC Analysis of Wilson Current Mirror base Folded Cascode OTA 

 

  

 

Gain 

52dB 

UGBW 

390 MHz 



3.9.2 Phase Margin of Wilson Current Mirror base Folded Cascode 

OTA 

 

 

 

Figure 3.34 Phase Margin of Wilson Current Mirror base Folded Cascode OTA 

 

 

 

 

 

 

 

 

 

 

 

Phase Margin 52dB 



3.9.3 Input/Output Swing and Offset of Wilson Current Mirror base 

Folded Cascode OTA 

 

 

 

Figure 3.35 I/O Swing and Offset of Wilson Current Mirror base Folded Cascode 

OTA 
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???? 



3.9.4 Slew Rate of Wilson Current Mirror base Folded Cascode OTA 

 

 

 

Figure 3.36 Slew Rate of Wilson Current Mirror base Folded Cascode OTA 
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3.9.5  Common Mode Gain of Wilson Current Mirror base Folded 

Cascode OTA 

 

 

 

Figure 3.37 Common Mode Gain of Wilson Current Mirror base Folded Cascode 

OTA 
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3.9.6 Input Noise Spectral Density of Wilson Current Mirror base 

Folded Cascode OTA 

 

 

 

Figure 3.38 Input Noise Spectral Density of Wilson Current Mirror base Folded 

Cascode OTA 

 

 

 

 

 

 

 

 

 

 

Input Noise 

Spectral 

Density: 

12.1nV/Rt 



3.9.7 Output Noise Spectral Density of Wilson Current Mirror base 

Folded Cascode OTA 

 

 

 

Figure 3.39 Output Noise Spectral Density of Wilson Current Mirror base Folded 

Cascode OTA 
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3.9.8  Transient Analysis of of Wilson Current Mirror base Folded 

Cascode OTA 

 

 

Fig 3.40 Differential Pair Inputs and Transient Analysis of Wilson Current Mirror 

base Folded Cascode OTA 

1.56V 

VV 



3.9.9  ICMR of of Wilson Current Mirror base Folded Cascode OTA 

 

 

 

 

 

 

Fig 3.41 ICMR of Wilson Current Mirror base Folded Cascode OTA 
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3.10  Input-Output Noise per Device 

Table 3.7: Input-Output Noise per device of Wilson Current Mirror base Folded 

Cascode OTA 

Device Input Noise per 

Device 

Output Noise per 

Device 

 

M1 

 

1.92406E-04 V 

 

3.24865E-03 V 

 

M2 

 

1.48551E-04 V 

 

3.25518E-03 V 

 

M3 

 

4.83627E-05 V 

 

9.85057E-05 V 

 

M4 

 

2.24518E-04 V 

 

1.87938E-04 V 

 

M5 

 

8.04512E-05 V 

 

2.33637E-04 V 

 

M6 

 

9.41097E-05 V 

 

2.34209E-04 V 

 

M7 

 

2.05378E-04 V 

 

3.64260E-03 V 

 

M8 

 

2.39759E-04 V 

 

3.66058E-03 V 

 

M9 

 

2.18714E-04 V 

 

3.44945E-03 V 

 

M10 

 

1.69629E-04 V 

 

3.44791E-03 V 

 

M11 

 

4.91905E-05 V 

 

2.11486E-05 V 

 

M12 

 

1.99607E-04 V 

 

1.26429E-04 V 



3.11  Summary of Simulated Results of Wilson Current Mirror 

base Folded Cascode OTA 

Table 3.8: Summary of Simulated Results of Wilson Current Mirror base Folded 

Cascode OTA 

 

Specifications 

 

 

Simulated Results 

 

Gain 

 

 

52dB 

 

UGBW 

 

 

390MHz 

 

Phase Margin 

 

 

52 degree 

 

CMRR@1Mhz 

 

 

114dB 

 

Offset Voltage 

 

 

0.05V 

 

Input/Output Swing 

 

[-1.8V/ 1.5V] 

 

 

 

Slew Rate 

 

 

160V/ S 

 

Input Noise spectral Density 

 

 

12.1nV/Rt 

 

Output Noise Spectral Density 

 

 

4.5 V/ Rt 

 

ICMR 

 

 

-1.7V to 1.7V 

 

Power Consumption 

 

 

2.8885E-04 watts 



3.12  Layouts and 3-D Process of Wilson Current Mirror base 

Folded Cascode OTA  

 

Analog layout 

 
In layout of digital circuits, the speed and the area are the two most important issues. In 

contrast, the layout for analog circuits, everything should be considered carefully. In 

analog layout more care has to be given as the circuit performance changes drastically 

due to noise, mismatch, crosstalk and shielding required to protect critical nodes from 

being disturbed. Without proper layout, the mismatches and coupled noise would be quite 

large and would significantly degrade the performance of the amplifier. 

 

Analog layout issues 

 
Device mismatch is often considered as part of main bottleneck of analog design. 

Random device mismatch plays important role in design of accurate analog circuits. The 

device mismatch is due to number of factor like local process variation, lithographic 

variations and process gradients. These factors affect all devices transistors, resistor and 

capacitor. During fabrication process mismatch in physical parameter like doping 

concentration(Na), mobility(μ), oxide thickness and layout dimensions(W,L) gives origin 

to mismatch in electrical parameter like VT ,β and thus mismatch in ID.  

 

Matching of all individual devices is of paramount concern in analog circuit design. 

Infact almost all of the „„Analog Layout Techniques‟‟ are actually methods for improving 

matching between different devices on a chip. Matching is important because most of the 

analog circuit designs use a ratio base design technique. Some common techniques that 

help to improve device matching are MULTI-GATE FINGER LAYOUT and COMMON 

CENTROID LAYOUT. 

 

 

Use of transistor fingering for large and critical transistor is always beneficial. In 

fingering, the transistor is „„Fingered‟‟ into multiple transistors that are connected in 



parallel. The folded transistor reduces the source/drain junction area and the gate 

resistance. The gate resistance can be reducing by decomposing the transistor into more 

parallel fingers. Random noise also dealt with circuit design level. However there are 

some layout techniques which can help to reduce random noise. The gate resistance of 

the poly-silicon and neutral body region, which are both random noise sources, is reduced 

by multi-gate finger layout. 

 

 

 

Figure 3.42: Layout of Wilson Current Mirror base Folded Cascode OTA 

Width: 33.2μm 

Height: 41.2μm 



 

Figure 3.43: 3-D Process of Wilson Current Mirror base Folded Cascode OTA 

 

Figure 3.44: Layout of Wilson Current Mirror base Folded Cascode OTA with 

Bonding Pad 



3.13     Post Simulation Results of Wilson Current Mirror base 

Folded Cascode OTA 

 

3.13.1 Gain and Unit Gain Band Width (UGBW) of Wilson Crrent  

Mirror  base Folded cascode OTA 

 

 

 

Figure 3.45 Post Layout AC Analysis of Wilson Current Mirror base Folded 

Cascode OTA 

 

 

 

 

 

 

Gain 48dB 

UGBW=360 Mhz 



3.13.2  Phase Margin of Wilson Current Mirror base Folded Cascode 

OTA 

 

 

 

Figure 3.46 Post Layout of Phase Margin of Wilson Current Mirror base Folded 

Cascode OTA 

 

 

 

 

 

 

 

 

 

 

Phase Margin 47 degree 



3.13.3  Input-Output Swing and Offset of Wilson Current Mirror base 

Folded Cascode OTA  

 

 

 

Figure 3.47 Post Layout Input-Output Swing and offset of Wilson Current Mirror 

base Folded Cascode OTA 
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3.13.4 Slew Rate of Wilson Current Mirror base Folded Cascode OTA  

 

 

 

Figure 3.48 Post Layout Slew Rate of Wilson Mirror base Folded Cascode OTA 

 

 

 

 

 

 

 

 

 

 

 

 

dx = 7.1 



3.13.5   Common Mode Gain of Wilson Current Mirror base Folded    

Cascode OTA 

 

 

 

Figure 3.49 Post Layout CMRR of Wilson Mirror base Folded Cascode OTA 

 

 

 

 

 

 

 

 

 

 

 

 

62dB 



3.13.6   Input Noise Spectral Density of Wilson Current Mirror base  

Folded Cascode OTA 

 

 

 

Figure 3.50 Post Layout Input Noise Spectral Density of Wilson Mirror base Folded 

Cascode OTA 
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3.13.7   Output Noise Spectral Density of Wilson Current Mirror base  

Folded Cascode OTA 

 

 

 

Figure 3.51 Post Layout Output Noise Spectral Density of Wilson Mirror base 

Folded Cascode OTA 
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   4.1μV/Rt  
 

 



3.13.8   Transient Analysis of of Wilson Current Mirror base Folded 

Cascode OTA 

 

 

Figure 3.52 Post Layout Differential Pair Input and Transient Analysis of Wilson 

Current Mirror base Folded Cascode OTA 

 

 

1.45V 



 

 

 

 

3.18.9  ICMR of Wilson Current Mirror base Folded Cascode OTA 

 

 

 

Figure 3.53 Post Layout ICMR of Wilson Current Mirror base Folded Cascode 

OTA 

 

 

 

 

 

 

 

-1.59V 

+1.59V 



3.13 Pre and Post Layout Simulated Result Comparison of 

Wilson Mirror base Folded cascode OTA 

 

Table 3.9 Pre and Post Layout Simulated Result Comparison of Wilson Mirror base 

Folded cascode OTA 

 

Simulated Results Pre-Layout 

Simulation 

Post Layout 

Simulation 

Gain 52dB 48dB 

UGBW 390MHz 360MHz 

Phase Margin 50 degree 47 degree 

CMRR 114dB 104dB 

Offset Voltage 0.05V 0.05V 

I/O Swing 

(Wilson Mirror) 

[-1.8V/ 1.5V] [-1.75V/ 1.25V] 

 

 

Slew Rate 160V/ S 142V/ S 

Input Noise spectral Density 12.1nV/Rt 14.9nV/Rt 

Output Noise Spectral Density 4.4 V/ Rt 4.2 V/ Rt 

ICMR -1.7V to 1.7V -1.59V to 1.59V 

Power Consumption 

 
2.8885E-04 watts 3.1473E-04watts 

 

 

 

 

 

 

 



3.15  Monte Carlo Analysis of Wilson Mirror base Folded  

cascode OTA 

3.15.1  AC Analysis with Change NMOS Threshold Voltage(Absolute 

Variation) 

 

 

 

Figure 3.54 Monte Carlo AC Analysis with Change NMOS Threshold Voltage 

(Absolute Variation) 

 

 

 

 

 

 

Gain 50.2dB to 53dB 

UGBW 400-506MHz 



3.15.2 AC Analysis with Change PMOS Thresold Voltage(Absolute 

Variation) 

 

 

 

Figure 3.55 Monte Carlo AC Analysis with Change PMOS Threshold Voltage 

(Absolute Variation) 

 

 

 

 

 

 

 

 

Gain 51dB to 53dB 

UGBW 400 to 526MHz 



3.15.3 AC Analysis with Change both NMOS and PMOS Thresold 

Voltage (Absolute Variation) 

 

 

 

Figure 3.56 Monte Carlo AC Analysis with Change both PMOS and NMOS 

Threshold Voltage (Absolute Variation) 

 

 

 

 

 

 

 

 

 

Gain 50.2 to 54dB 

UGBW 400 to 526MHz 



3.15.4  Input-Output Noise Spectral density Analysis with Change both 

NMOS and PMOS Threshold Voltage (Absolute Variation) 

 

 

(a) 

 

(b) 

Figure 3.57 Monte Carlo (a) Input and (b) Ouput Noise Spectral Density Analysis  

 

3.15.5 AC Analysis with Change Oxide Thickness (Absolute Variation) 

10.7nV/Rt 

to 

12.9nV/Rt 

4.1μV/Rt 

to 

4.9μV/Rt 



 

 
 

 
Figure 3.58 Monte Carlo AC Analysis with Change Oxide Thickness (Absolute 

Variation) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

50dB to 54dB 



3.16 Cascode Current Mirror Improved Folded cascode OTA 

Design 

 

Since the folded cascode OTA based on Wilson mirror has a limited output swing, So, we 

propose to improve the current mirror. For the folded cascode OTA using a Wilson 

mirror, the maximum output voltage is set lower than: 
,2dd T ds satV V V  so, we use 

cascode mirror in order to restore this fall to
,2 ds satV . The improved circuit yield to 

specifications schedule presented by table 3.4 follows the same design strategy explained 

previously; we obtain the same transistors sizes of the last circuit. 

 

 

Figure 3.59 Designed Practical Cascode Current Mirror Folded Cascode OTA 

Schemetic 



 

(a) 

 

(b) 

Figure 3.60 (a) Pre and (b) Post Layout of Cascode Current base Folded Cascode 

OTA 

Negative 

Out Swing 

-1.8V 

Positive 

out Swing 

+1.8V 

Negative 

Out Swing 

-1.75V 



Table 3.10: Input and Output Swing Comparison of Wilson Current Mirror and 

Cascode Current Mirror 

 

 

 

 

Current Mirror 

 

 

Pre-Layout 

Simulation 

 

Input and Output 

Swing 

 

 

Post Layout 

Simulation 

 

Input and Output 

Swing 

 

 

Wilson Mirror 

 

 

[-1.8V/ 1.5V] 

 

 

 

[-1.75V/ 1.25V] 

 

 

 

Cascode Mirror 

 

 

[-1.8V/ 1.8V] 

 

[-1.75V/ 1.75V] 

 

3.17 Noise and its analysis 
 

Unwanted disturbance that interferes with a desired signal 

 

• External: power supply & substrate coupling, crosstalk, EMI, etc. 

• Internal: random fluctuations that result from the physics of the devices or materials 

• Smallest detectable signal, signal-to-noise ratio (SNR), and dynamic range are 

  Determined by noise 

 
2

,

2

,

Signal rms signal

Noise rms noise

p V
SNR

P V
 

----------(3.28) 

 

Types of Noise: 

 

Thermal Noise: Thermal excitation of charge carriers 

 

Positive 

out Swing 

+1.75V 

 



2

4rmsV
KTR

f
, 2 / zV H  

----------(3.29) 

 

 

Shot Noise: Fluctuations in dc current flow through junctions. 

 
2

2rms
DC

I
qI

f
, 2 / zA H  

----------(3.30) 

 

Flicker Noise: Traps in Semiconductor. 
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f f
, 2 / zV H  

----------(3.31) 

 

 

 

 

 

 

 

 

Resistor Noise Source 

 

       
 

Noise Density: 
2

4nV
KTR

f
,  2 / zV H   

2
4nI KT

f R
, 2 / zA H  

 

Noise Power: 2

nV = 4KTR fn , 2V    2 4
n

KT
I fn

R
, 2A  

----------(3.32) 

 

fn = Noise Bandwidth 

 

Noise Bandwidth is not same as 3dB Bandwidth 

 

T=Temperature 

K=1.38 x 10
-23

J/K 

q=1.6x10
-19

C 

Kf=Flicker Coefficient 
 



KT/C limit: 

 

 
Figure 3.61 Noise in Low Pass Filter  
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----------(3.33) 

 

 Total noise power is independent of R 

 Capacitor is noiseless, but accumulates noise from resistor 

 

 

Noise Sources in CMOS 

 

 
 

Figure3.62 Noise Source in CMOS 

 

Drain Thermal Noise 

 
2

24 , /nd
m z

I
KT g A H
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----------(3.34) 

 

= 2/3 for Long Channel 

 2 for Short Channel 

 

Gate Thermal Noise 

 

1
ds

m

R
g

 

Long Channel Saturation 
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----------(3.35) 

 

Can be neglected with good layout 

 

Flicker Noise 

 
2

2, /
nf f

z
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V K
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----------(3.36) 

 

Input Referred Noise 

 

 
Figure 3.63 Input Referred Noise 

 

MOSFET input current noise source can be neglected at low frequencies. 
 
 
 

Input Referred Drain Noise 
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2 24
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----------(3.37) 

 

Total Input Referred Noise 

 
2

24
, /

fni
z

m ox

KV KT
V H

f g WLC f
 

----------(3.38) 

 

1/f Corner Frequency defines where flicker noise is equal to thermal noise and to reduce 

flicker noise need to increase transistor area 



 

 
Figure 3.64: 1/f Corner Frequency 
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----------(3.39) 

 

 

With many transistors in an OTA, it may seem difficult to intuitively identify the 

dominant sources of noise. A simple rule for inspection is to change the gate voltage of 

each transistor by a small amount and predict the effect at the output. 

 

 

Let us consider Folded Cascode OTA as shown in Figure3.58. The noise of the cascode 

devices is negligible at low frequencies, leaving 1 2 7 8,M M M M  and 9 10M M as 

potentially significant sources. By changing gate voltage of 7M by small amount, output 

is considerable chage.  

 
(a) 



 

 
(b) 

 

Figure 3.65 Noise in Folded Cascode OTA 

 

Thermal Noise: 

For input referred thermal noise, first refer noise of 7 8M M and 9 10M M to the output. 

7,8

2 2 2

, , 7,8

7,8

2
2(4 )

3
n out M m out

m

V KT g R
g

 

----------(3.40) 

Where factor 2 for noise of 7M  and 8M . outR denotes the open loop output resistance.  

Similarly  

9,10

2 2 2

, , 9,10

9,10

2
2(4 )

3
n out M m out

m

V KT g R
g

 

----------(3.41) 

 

Dividing this by 
2 2

1,2m outg R and adding the contribution of 1 2M M , we found the overall 

noise. 

7,8 9,102

,int 2 2

1,2 1,2 1,2

2 22
8 ( )

3 3 3

m m

n

m m m

g g
V KT

g g g
 

----------(3.42) 

 

Flicker Noise: 
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And 
1,2V m outA g R  

Total Input Referred Flicker Noise: 

 
2 2 2

, , 9,10 7,82

,in 2 2 2

1,2 9,10 1,2 7,8 1,2

2 21 1 1
( )
( ) ( ) ( )

n out total m mN P
n

V ox m ox m

V g gK K
V

A C f WL WL g C f WL g
 

 

----------(3.44) 

The Overall Noise: 
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----------(3.45) 

 

The noise contribution of the PMOS and NMOS current sources increases in proportion 

to their transconductance. This trend results in a trade-off between output voltage swings 

and input-referred noise: for a given current, as implied by 
2 D

m

GS TH

I
g

V V
, if the 

verdrive voltage of the current sources is minimized to allow large swings, then their 

transconductance is maximized. 

 



Chapter 4 

 

 

Design and Implementation of Dual-Band CMOS  

Gm-C IF Filter  

for GSM and FM Band 

 
4.1 Introduction 
 

Active RC filters using the operational amplifier (opamp) have been widely used in 

various low frequency applications in telecommunication networks, signal processing 

circuits, communication systems, control, and instrumentation systems for a long time. 

However, active RC filters cannot work at higher frequencies (over 200kHz) due to 

opamp frequency limitations and are not suitable for full integration. They are also not 

electronically tunable and usually have complex structures. Many researches have been 

made to overcome these drawbacks [104]–[111]. The most successful approach is to use 

the operational transconductance amplifier (OTA) to replace the conventional opamp in 

active RC filters [112]–[146]. In recent years OTA-based high frequency integrated 

circuits, filters and systems have been widely investigated. 

 

An ideal operational transconductance amplifier is a voltage-controlled current source, 

with infinite input and output impedances and constant transconductance. The OTA has 

two attractive features: its tranconductance can be controlled by changing the external dc 

bias current or voltage, and it can work at high frequencies. The OTA has been 

implemented widely in CMOS and bipolar and also in BiCMOS and GaAs technologies. 

The typical values of transconductances are in the range of tens to hundreds of μS in 

CMOS and up to mS in bipolar technology. The CMOS OTA,can work in the frequency 

range of several hundred of KHz to more than 100MHz. Linearization techniques make 

the OTA able to handle input signals of the order of volts with nonlinearities of a fraction 

of one percent [105-108].  



Programmable high-frequency active filters can design by incorporating the OTA. These 

OTA filters also have simple structures and low sensitivity with advantages such as low 

power consumption, noise, parasitic effects, and cost. Active filters which use only OTAs 

and capacitors have been widely studied [115]–[126], [129–146], are intuitively called 

OTA-C filters.  

 

It should be noted that practical OTAs will have finite input and output impedances. For 

the CMOS OTA, for example, the input resistance is usually very large, but the output 

resistance is in the range of 50kΩ to 1MΩ, and the input and output capacitances are 

typically of the order of 0.05pF [110]. Also, at very high frequencies, the OTA 

transconductance will be frequency dependent due to its limited bandwidth. These 

nonideal impedance and transconductance characteristics will influence the stability and 

frequency performances of OTA filters. Practical OTAs will also exhibit nonlinearity for 

large signals and have noise, which will affect the dynamic range of OTA filters. 

 

4.2 The Operational Transconductance Amplifier and Simple 

Circuits 

OTA as a differential-input, grounded output two-port, as shown in Figure 4.1 In an ideal 

OTA, assume that the input resistance, iR  approaches infinity. Thus, 1 0i and the output 

resistance 0R  approaches infinity. 

 

(a) 



 

(b) 

Figure 4.1 (a) Small Signal equivalent circuit and (b) Symbol of OTA 

 

   

4.2.1 Grounded Resistor 

Consider the circuit in Figure 4.2(a). It is clear that 

 

1 0 1mI I g E  

1

1

1
in

m

E
Z

I g
 

----------(4.1) 

 

and this circuit simulates a grounded resistor as shown in Figure 4.2(b). Although 

mathematically the input terminals of the OTA could just as well be inverted, it is 

important to note that the output of the OTA is fed back to the negative terminal of its 

input to prevent instability. 

 

 

Figure 4.2 OTA Simulation of grounded Resistor 

 

 



4.2.2 Floating Resistor 

To simulate a floating resistor, two OTAs are required. From the circuit of Figure 4.3(a)  

1 1 2( )mI g E E  

2 1 2( )mI g E E  

----------(4.2) 

 

1 2
1 2

( )

1

m

E E
I I

g

 

----------(4.3) 

Which is exactly the voltage-current relationship required by the circuit of Figure 4.2(b). 

 

 
 

Figure4.3 OTA Simulation of floating Resistor 

4.2.3 Integrator 

 
The circuit of Figure 4.4 realizes a lossless integrator. Since the output current of the 

OTA, 0I  is 1 2( )mg E E the output voltage, 0E  is that current times the impedance of the 

capacitor.  

0 1 2( )mg
E E E

sC
 or 

0

1 2( )

mE g

E E sC
 

----------(4.4) 



Thus, the circuit of Figure 4.4 realizes a differential-input integrator. By grounding one of 

the two input terminals, it can be either an inverting or non-inverting integrator. 

 

Figure 4.4 OTA Simulation of Integrator 

4.2.4 Lossy Integrator 

 

In constructing active filters, sometimes it is necessary to use lossy integrators. This can 

easily be accomplished by connecting a resistor in parallel with the capacitor of Figure 

4.5. Since resistors are not practical in IC technology used to form OTA-C filters, the 

grounded resistor simulation of Figure 4.2 can be employed. Such circuit is shown in 

Figure 4.5.  

 

0 1

1 2 2( )

m

m

E g

E E sC g
 

----------(4.5) 
 

By grounding one of the input terminals, either an inverting or a non inverting lossy 

integrator can be realized. 

 

 
 

 

Figure 4.5 OTA Simulation of Lossy Integrator 

 

 

 

 

4.2.5 Amplifier 



 

If the capacitance in Figure4.5 is removed, then equation 4.5 become 

 

0 1

1 2 2( )

m

m

E g

E E g
 

----------(4.6) 

which is the input-output relationship of an amplifier. The configuration of Figure 4.6 

thus realizes an amplifier with a differential input. Again, by grounding one of the input 

terminals, it can serve as a grounded amplifier with either a positive or a negative gain. 

The gain is determined simply by the ratio of the transconductances of the two OTAs. 

 

 

Figure 4.6 OTA Simulation of Amplifier 

4.2.6 Weighted Summer 

 

In the arrangement of Figure 4.7, the output currents of three OTAs( 1 2,m mg g and 3mg ) are 

summed and the total current flows through the resistor realized by OTA( 4mg ). 

 

0 1 1 2 2 3 3

4

1
( )m m m

m

E g E g E g E
g

 

----------(4.7) 

 

Thus, the output voltage of this circuit is equal to the weighted sum of the three input 

voltages.  

 

The different weighting factors are determined by the relative values of 

transconductances of the OTAs in comparison with the value of the transconductance 



4mg  obviously, there can be as many input voltages as desired. Further, the sign of any 

term in equation 4.7 can be reversed by grounding the other input terminal. 

 

Figure 4.7 OTA Simulation of Weighted Summer 

 

4.2.7 Positive Impedance Inverter 

The three-terminal two-port (excluding the load impedance LZ ), of Figure 4.8 must 

satisfy the following relationships. 

 

1 2 2mI g E   

2 1 1mI g E  

----------(4.7) 

Equation 4.7 satisfies condition of a positive impedance inverter. Hence, the input 

impedance at one port is proportional to the reciprocal of the terminating impedance at 

the other port.  

 

1 2

1 1 2 2 1 2

1 1
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E I
Z

I g g E g g Z
 

----------(4.8) 

If LZ  is impedance of capacitance C then 

1 2

in

m m

sC
Z

g g
 



----------(4.9) 

which is the impedance of an equivalent inductance 
1 2

eq

m m

C
L

g g
 The circuit in Figure 

4.8 thus simulates a grounded inductance. 

 

Figure 4.8 OTA Simulation of grounded inductance 

 

If a floating inductance is required, use two inverters and a grounded capacitor, as shown 

in Figure 4.9.  

 

Figure 4.9 OTA Simulation of floating inductance 

 

 

 

 

4.3 Filter Fundamentals 

Filters as linear systems can be easily analyzed and synthesized with network transfer 

functions in frequency domain. In Continuous-time domain, Laplace transform can be 



used to model the transfer functions, while in discrete-time domain, Z-Transform is 

applied. Referring to Figure 4.10, the schematic representation of a filter system, in 

continuous-time domain, the filter transfer function can be defined in terms of Laplace-

transformed excitation X(s) and zero state response Y(s). 

 

[ ( )] ( )
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[( ( )] ( )

L y t Y s
H s

L x t X s
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.......... ( )

........... ( )

m m

m m

n n

n n

a s a s a N s

a s a s b D s
 

----------(4.10) 

 

Where m n for any realizable practical network. N and D are the numerator and 

denominator polynomials. n is the order of the filter. 

 

 

Figure 4.10 Schematic representation of filter system 

 

If the numerator and denominator polynomial of Eq. (4.10) are factored, H(s) can be 

written in the following alternative representation 

 

1 2

1 2

( )( )..........( )( )
( )

( ) ( )( )..........( )

m m

n n

a s z s z s zN s
H s

D s b s p s p s p
 

----------(4.11) 

 

 

In Eq. (4.11), 1 2, ,..... mz z z  are referred to as the zeros of H(s) and 1 2, ,..... mp p p  are referred 

as the poles of H(s). 

 



Under steady state conditions, the transfer functions of Eq.(4.10) can be written as 

 

( )( ) ( ) ( ) jH s H j H j e  

----------(4.12) 

 

Where ( )H j is the magnitude response and ( ) is the phase response of the filter. 

Normally the filter magnitude response requirements are specified as gain in decibels 

[dB] which is defined as  

 

( ) 20log ( )G H j        [dB] 

----------(4.13) 

While ( ) , in radians, is the phase response of the filter. Sometimes it is prescribed via 

the group delay ( ) , defined as 

 

( )
( )

d

d
 

----------(4.14) 

( ) represents the delay experience by a component of frequency  of the input 

spectrum. 

 

The order of denominator of a filter transfer function is called the order of the filter. The 

filter order decides the frequency selectivity of the filter. A higher order means high 

frequency selectivity. Some of the other specifications of the filter which are not directly 

involved in choosing the filter transfer function, but are very critical factors are, Noise 

performance related to signal to noise ratio (SNR), Linearity performance defined using a 

term called “Total Harmonic Distortion (THD)” and dynamic range, power consumption 

etc. 

4.4 Filter Architecture 

There are mainly three methods to realize high order analog filters, namely the cascade 

approach, the multiple-loop feedback and the ladder simulations approach. For boh 



cascade and multiple-loop feedback techniques, high order filter are realized by 

constructing first and second-order filter sub-networks. The ladder simulations technique 

has excellent low sensitivity properties. 

 

4.4.1 Sensitivity 

Analog filter are realized by interconnecting electrical components. These components 

may deviate from their nominal design value due to fabrication tolerances, environmental 

effects such as temperature and humidity variations, and chemical changes that occur 

during the circuit life. Consequently, the filters performances will deviate from the 

desired design value. Presumably, these deviations may differ due to different filter 

architecture adopted. Selectivity is one of the most important criteria for the comparing 

different architecture. 

 

Given a component x, then in general any performance criteria P, such as the quality 

factor, a pole or zero frequency, or the magnitude response, will depend on x; such 

that ( )P P x . The sensitivity is defined as the deviation in P called by an error x . As 

expressed as  

 

/ (ln )

/ (ln )

P

x

dP P d P
S

dx x d x
 

----------(4.15) 

The Eq.(4.15) indicate that the relative change of a performance measure P, is p

xS times 

as large as relative change of the circuit parameter x on which P depends. 

Thus 

( )P

x

P x
S

P x
 

----------(4.16) 

Therefore, good circuits should have low sensitivities to variations of their components. 

The deviation in performance P caused by tolerance of one single component x is 

measured by single-parameter sensitivity. Actually a filter consists of many components 

which will all impact to the performance P variation. 



 

4.4.2 Cascade Realizations 

The voltage transfer functions of a high order filter can be expressed as 

 

1

1 1 0

1
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..........( )
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( ) ..........

m m

o m m

n n
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H s

V D s s b s b s b
 

----------(4.17) 

 

With n m  and n>2. Here assumptions is that both m and n are even, so that N(s) and 

D(s) can be factored into the product of second order pole-zero pairs.If N(s) and D(s) are 

odd functions, it can factored into product of even functions and first order functions. 

 

So, Eq. (4.17) can be written as product of second order functions 
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Such that  
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----------(4.19) 

 

The transfer functions of the individual biquads are labeled ( )kH s . If it is assumed that 

the output impedances of the biquads are sufficiently small, each second order block will 

produce a voltage transfer function of order 2. Several second-order blocks can be 

connected in cascade to realize a high order voltage mode filter as in Figure 4.11. 

Therefore overall transfer function can be expressed as  

 



01 02 / 2 1

01 / 2 2 / 2 1

( ) ..........out n out

in in n n

V V V V V
H s
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1 2 / 2 1( ) .......... n nH s H H H H  

----------(4.20) 

 

Figure 4.11 Cascaded realization of nth-order transfer functions 

 

Here component x  exists in biquadratic section 
jH  and n/2 biquad sections have no 

interaction with each other, so the performance impact on H(s) cased by the variations 

x can be derived as [1] 

 

( ) ( )( ) ( )

( )
j j

j

H s H sH s H s

x H s x xS S S S  

----------(4.21) 

 

Eq 4.21 indicates that in cascade connection the sensitivity of high order transfer function 

to the element x  and its variations in relation to x are as large as those of the second 

order block which contains the element 

 

 

 

 

4.4.3 The Multiple-loop Feedback Realization 

In the cascade realizations approach, there is no feedback between the biquadratic 

sections. However the second class of cascading techniques involves feedback across the 

biquadratic sections. In this approach multiple feedbacks is applied in a cascade 



connection of biquadratic sections. This leads to a better sensitivity performance of the 

overall circuit compared to the corresponding circuit obtained using the Cascade 

approach. This approach has two general topologies: the leapfrog topology [147], and the 

summed-feedback topology [148]. 

 

4.4.3.1 Leapfrog Topology 

The leapfrog (LF) configuration is shown in Figure 4.12. Each of the boxes named Ti 

realizes a second order lossless filter transfer function (biquad) except for the 

terminations at the input and output. The feedback loop always comprises of two 

sections; thus, inverting and non-inverting sections must alternate to keep the loop gains 

negative and the loops stable [147]. If the circuit is derived from a resistively terminated 

lossless ladder filter, as is normally the case, 1T  and nT  are lossy and all the internal 

sections are lossless.  

 

A lossless block implies a function iT  with infinite Q, which may not be stable by itself, 

but the overall feedback connection guarantees stability. This topology is useful in the 

functional simulation of LC ladder filter. 

 

Figure 4.12 Leapfrog Topology 

 

4.4.3.2 Summed-feedback topology 

The summed-feedback topology [148], as shown in Figure 4.13, is not suitable for 

realizing any finite transmission zeros. To overcome this problem, one of two techniques 

can be used: (1) the multiple-or distributed-input technique, in which the input signal is 



also fed to the input of all cascading sections, or (2) the summation of the input signal 

and the output signals from all cascaded sections. 

 

Figure 4.13 Summed-feedback topology 

 

There are three other design methods based on that topology: the primary resonator block 

(PRB) [149] where all the used iT  stages are identical, the follow-the leader feedback 

(FLF) [150], and the shifted-companion form (SCF) [151]. Both the FLF and SCF 

methods are generalizations of the PRB method. The general block diagram of FLF [150] 

method is shown in Figure 4.14. In this case, iT  can be first order low pass or high pass 

functions or alternatively second order biquadratic sections. The summation of the 

feedback voltages is responsible for the realization of the poles of the function, while the 

second summation is required for the realization of any finite transmission zeros. 

 

Figure 4.14 Follow-the-leader feedback (FLF) topology 

4.4.3.3 LC Ladder Simulation 

 

Another approach to realize a high-order OTA-C filter is to take a passive LC filter with 

known element values and replace its elements or groups of elements with OTA circuits. 

This approach enables us to take advantage of the wealth of information generated for 



passive filters. The LC ladder arrangement shown in Figure 4.15(a) is example of third-

order high pass filter. 

 

We first convert the series arrangement of 1E and 1R  into its Norton’s equivalent, as 

shown in Figure 4.15(b). Then, the resistances and inductance in this circuit can be 

replaced by the OTA modules mentioned section 4.2 

 

Starting from the left, OTA 1g convert voltage 1E  into a current equal to 1 1E g . OTA 2g  

simulates a grounded resistor. OTAs 3g , 4g and capacitor 2C  form a circuit that simulates 

a grounded inductor, as given in Figure 4.8. Finally OTA 5g  Simulates the grounded 

resistor LR . 
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         (a)                                                                                         (b) 



 

 

Figure 4.15 LC Ladder Methodology 

 

4.4.3.4 Performance Comparison of the three different architecture 

The cascade method is widely used in industry because it is very easy to implement, and 

efficient in its use of active devices. It used a modular approach and results in filters that 

show satisfactory performance in practice. The main advantage of cascade filter is that it 

is very easy to tune because each biquad is responsible for the realization of only one 

pole pair (and zero pair), the realizations of the individual critical frequencies of the filter 

are decoupled from each other. The main disadvantage of this decoupling is that for the 

filters of high order with stringent requirement and tight tolerances, cascade designs are 

often found to be too sensitive to component variations in the pass band. 

 

Compared with cascade approach, the multiple-loop feedback shows superior sensitivity 

performance in high order filter realizations due to the nature of coupling between biquad 

sections. The main disadvantage is the multiple-loop feedback is normally quite 

complicated to synthesize. 

  

Active filters simulating the behavior of LC ladders have been found to have the lowest 

sensitivity and consequently to be the most appropriate for filters with stringent 

requirement. The main disadvantage of this design method is that passive LC prototype 

must exist before as active simulation can be attempted. Also, usually a relatively large 

number of active devices are required for this approach. 

 



In summary, among high order active filter realizations, those that simulate the behavior 

of LC ladders have been found to have lowest sensitivity component variations. Cascade 

realizations often have transfer function variability that are quite unacceptable in practice, 

while multiple-loop feedback method is in between for the sensitivity performance. On 

the other hand, ladder simulation filters consume maximum active devices among th 

three methods. The cascade realized filters take minimum active devices while multiple-

loop feedback realized filters are also in between. 

 

Table.4.1 Comparison of Filter Topologies 

 

Type Approach Sensitivity 

performance 

Design 

 

Cascade 

 

Biquadratic sections 

are cascaded 

 

 

Bad 

 

Simple and easily 

tunable 

 

 

 

Multiple-Loop 

Feedback 

 

Multiple feedback is 

applied in cascade 

of biquadratic 

sections 

 

 

 

Good 

 

Complex 

More critical nodes 

due to feedback 

 

 

LC Ladder Simulation 

 

Simulation of 

passive lossless 

ladder networks 

 

 

Best 

 

Simple 

  

 

 



 

4.5 Active CMOS Gm-C Filters 

4.5.1 Introduction 

Filters are used in any electronic system where it is necessary to control the bandwidth of 

the signal path. Filters are frequency-selective electronic circuits designed to pass a band 

of wanted signals and stop or reject unwanted signals, noise or interference outside the 

pass band [1-25]. Filters played an essential role in many fields. In recent years, the rapid 

advances in computer hard disk drive (HDD) [152-157] and wireless communication 

systems [158-164], considerable demand for higher performance filtering circuits. 

  

In general, filters are classified according to the function they perform. Over the 

frequency range of interest of a filter, we define passband and stopband. Ideally, the 

passband of a filter is the range of frequencies over which signals are transmitted from 

input to output without attenuation or gain. Note that in practice, active devices may be 

used to achieve gain or amplification. In the stopband, the transmitted signal is highly 

attenuated. The disposition of passbands and stopbands lead to the four most common 

types of filter classification. These are lowpass, highpass, bandpass, and bandstop (or also 

referred to as notch) filters. 

 

Active-RC filters have been widely used in low-frequency applications for a long time 

[165-169]. Discrete active-RC filters were successful substitutes for passive-RLC filters 

at low audio frequencies for reasons of size and economy. However, they were found less 

suitable for high-frequency applications and fully integrated implementations due to the 

high frequency limitations of op-amps and the large chip area requirements of resistors. 

Consequently, many alternative active filter circuit topologies have been developed to 

overcome these drawbacks, for example the popular switched-capacitor filter. In 

switched-capacitor filter structures, MOS switches and capacitors effectively replace the 

resistors (unsuitable for full integration) in active-RC filter structures. 

 



Nowadays, switched-capacitor filters can be fully integrated using all available IC 

technologies especially CMOS. In addition, precision frequency response is achievable 

without on-chip tuning, and high dynamic range can be achieved. However, they are still 

not suitable for very high frequency applications due to the sampling mode of their 

operation, which would require very high clock speeds, along with the use of extra 

continuous-time (CT) input anti-aliasing filters and output smoothing filters. 

 

CT filters based on the operational transconductance amplifier (OTA) (also referred to as 

V-I converter, transconductor, or transconductance amplifier) and capacitors, the so-

called OTA-C, or gm-C, filters have received the greatest interest and attention in recent 

research [170-173, 152-169]. OTA-C filters offer advantages over traditional active-RC 

filters in terms of design simplicity, high frequency capability, electronic tunability, 

suitability for monolithic integration, reduced component count, and potential for design 

automation. Although OTA-C filters are primarily aimed at high frequency operation. 

OTA-C filters have been widely used in communication systems [152-169]. 

 

The performance of a filter relies strongly on the circuit components, filter structure, 

design methods, and IC technology used. In particular, different circuit components and 

IC technology can result in very different performances for the chosen filter topology. 

The design of a high performance OTA-C filter is a complex task. It must simultaneously 

optimize different requirements, such as operating frequency range, power consumption, 

noise and dynamic range, sensitivity to device variations and fabrication tolerances, chip 

area, and cost. A number of IC technologies such as Bipolar [174-175], BiCMOS [176-

180], CMOS [152-169], GaAs, etc have been used for integrated filter design. 

 

CMOS has now become the preferred technology for analogue design. Practical analogue 

filters are typically designed in CMOS technologies requiring supply voltages at or below 

3.3V. Most analogue or mixed-signal systems are power critical, and power consumption 

is limited to a few milliwatts.  



Motivated by the rapidly growing mobile and wireless communication market, fully 

integrated filters for very high frequency and low power consumption applications have 

received considerable worldwide attention. The most important filters for fully integrated 

high frequency applications are perhaps the OTA-C filters, which have been extensively 

investigated and widely utilized. Structure generation, design methods, performance 

analysis and comparison of OTA-C filters have been extensively investigated. 

 

The operational transconductance amplifier (OTA) is the main building block in the filter 

topology [181-191].The key function of the OTA is to convert the input voltage into the 

output current while accuracy and linearity are both maintained. However, the 

nonidealties of the OTA dominate the filter performance. The parasitic capacitors 

produce deviation of 3 dB cutoff frequency of filters, the finite output impedance affects 

the quality factor, and the voltage-to-current conversion affects the filter linearity. When 

designing a wireless receiver, one of the most important tasks is to design IF filter to 

separate the desired signal from the unwanted ones. Traditionally multi-standard 

terminals emerge based on maximum hardware reuse from end to end coupled with a full 

CMOS implementation with the ultimate goal of a single chip solution. It is found the 

down conversion architecture, as shown in Fig: 4.16 is well suited for these terminals and 

has been attracting world-wide attention in recent years.  

 

With down-conversion architectures, several standards such as FM, Bluetooth, GSM, 

WCDMA, Wi-Fi can be accommodated using a single receiver. This has obvious 

advantages in terms of reduction in power consumption and silicon area. Although there 

are a number of high-performance filters designs in the literature [192-198] with different 

tuning range it is still challenge to achieve high Q and accuracy of filter tuning [193,197-

200]. The accuracy of the Gm-C filters can be further improved by employing automatic 

tuning scheme.  



 

Figure 4.16 Basic Down conversion Receiver 

 

The OTA-C technique offers the advantage that the transconductance can be tuned This 

is accomplished either by controlling the bias current of the input transistors, or their 

drain-source voltage in the case of triode-region MOS transconductors. A transconductor 

design with a very wide tuning range is needed to realize the required cut-off frequency 

tuning range [201].  

 

The main limitation of using the transconductance control is that the linearity of the 

transconductor is dependent on the tuning bias. The larger bias current, the better 

linearity is achieved. Moreover, the linearity is not constant [202-203].  

 

 Transconductance tuning can be either the capacitors, as shown in Figure 4.17(a) [204], 

or the transconductors, as depicted in Figure 4.17(b) [204-205] can be switched to make a 

large step in the cut-off frequency. Analogue circuits based on the operational 

transconductance amplifier (OTA) and capacitor (OTA-C) technique is promising for 

high-frequency operation [206]. Having an OTA of programmable transconductance and 

a programmable capacitor, it is possible to design filters for a wide frequency tuning 

range. For most CMOS processes, it is not possible to create a capacitor with a wide 

range of programmability which can operate at high frequencies. Therefore, the 

transconductor must have a wide tuning range.The OTA-C technique is offer such 

advantages as high speed and low power [207, 201, and 206] but also has limited 

applicability because of low dynamic range and poor linearity compared with the active-



RC technique [208]. In order to increase the dynamic range of OTA-C filters, transistor 

level design is most important, because the linearity of the filter is directly related to the 

linearity of the OTA. Therefore, a wide range of techniques have been proposed in 

literature to improve the linearity of transconductors. Using current conveyors [96] and 

resistors as building blocks, it is possible to design highly linear transconductors. 

  

There is a trade-off between linearity and power consumption. Source degeneration OTA 

circuit topologies are used in order to optimize the linearity and power consumption. In 

[205, 209], low power consumption and large dynamic range is achieved. The drawback 

is relatively small tuning range. To avoid this problem, a so-called negative source 

degeneration resistor (NSDR) OTA circuit topology is proposed in [201]. In addition, a 

new adaptive DC-blocking, triode-biased MOSFET transconductor is proposed in [203], 

which enables wide and continuous frequency tuning with low power consumption. A 

single OTA integrator-based OTA-C filter may be needed to further reduce power 

consumption and chip area [210].  

 

The OTA-C technique is vulnerable to all parasitic components; this includes the effect 

of switches in series with capacitors or elsewhere in the signal path. The filter circuit 

structure plays an important role in determination of filter performance. The cascade 

structure can be implemented with lower power consumption and smaller silicon area 

than ladder simulation methods, but sensitivity is relatively high. On the other hand, 

ladder simulation structures have low sensitivity, but cost more power consumption and 

chip area due to the need for extra OTA convert floating capacitors  

 

 



 

Figure 4.17(a) Tuning using Switched Capacitance   (b) Tuning using Switching OTA 

 

4.5.2 Design of First Order Gm-C Filter 

Figure 4.18 shows the first order Gm-C filter building blocks.  

 

 

(a) 

 

 

(b) (c) 

 

1mG Stage 

2mG Stage 

mG Stage 



 

              (d) 

Figure 4.18 First Order Single-Ended Gm-C Filter 

 

In Figure 4.18(a) 
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In Figure 4.18(b) 
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That is Figure 4.18(a) and 4.18(b) implements the same transfer function.  

In Figure 4.18(c) 
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In Figure 4.18(d) 
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Table 4.2 Gm-C First Order Filter Transfer Function 

 

Circuit Type Transfer Function 
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4.5.3 Design of Second Order Gm-C Filter 

 

There are two different design for second order Gm-C filter building blocks. One requires 

two OTAs while other three OTAs. The selection depends on whether an adjustable Q is 

required or not.  

 

Figure 4.19 shows the second order filter implementation using 2 OTAs. The 

implementation has non-adjustable Q, once the capacitive component had been 

determined. 

Fixed Q Implementation 

 

(a) Low Pass Filter 



 

(b) High Pass Filter 

 

 

(c) Band Pass Filter 

 

(d) Band Stop Filter 

Figure 4.19 Second Order Single-Ended Gm-C Filter 

The transfer function for low pass circuit in Figure 4.19(a) 
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Comparing the transfer function of Eq.(4.28) with standard low pass transfer function as 

shown in Table 4.3. The 0w  and Q  are obtained as follows: 

Table 4.3 Gm-C Second Order Filter (Fixed Q) Transfer Function 

 

Circuit Type Transfer Function 
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For a given value of 1C and 2C , Q is fixed but 0w  can be adjusted by changing mG . The 

expressions for the High pass, Band pass and Band stop can be derived in a similar way. 

The results are summarized in Table. 4.4. 

Table: 4.4 Gm-C Second Order 2 OTAs Implementation Filter Parameter 

Circuit Type Transfer Function *
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Adjustable Q Implementation 

 

(a) Low Pass Filter 

  

 



 

(b) High Pass Filter 

 

 

(c) Band Pass Filter 

 

 

(d) Band Stop Filter 

Figure 4.20 Gm-C Second Order Filter Implementation with adjustable Q 

Figure 4.20 shows the second order filter implementation using 3OTAs.The 

implementation has adjustable Q, its value is determined by third OTA. The transfer 

function derivation for low pass circuit 4.20(a) is as follows. 
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Comparing the transfer function of Eq.(4.31) with standard low pass transfer function as 

shown in Table 4.3. The 0w  and Q  are obtained as follows: 
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For a given capacitor value, Q and 0w  can be adjusted independently of each other. Q can 

be adjusted by 3mG and 0w by mG .The expressions for the High pass, Band pass and Band 

stop can be derived in a similar way. The results are summarized in Table. 4.5. 

 

 

 



Table 4.5 Gm-C Second Order 3 OTAs Implementation Filter Parameter 

 

Circuit Type Transfer Function *
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4.6 Implementation of Active CMOS Gm-C Band Pass Filters 

4.6.1 Introduction 

The market of wireless communications had a tremendous growth over the past few years. 

Wireless technology is now capable of reaching virtually every location on earth. 

Hundreds of millions of users exchange information every day using cellular phones and 

other wireless communication products. There has been also a vast growth, over the last 

decades, of very large scale integration (VLSI) electronic devices like desktop and laptop 

computers, personal digital assistants (PDA), cellular phones, tablets, printers, scanners, 

digital cameras and even home appliances. 

 

The purpose of receiver is to translate RF signals to base-band, which requires the 

process of shifting incoming frequency, amplify, filtering and finally demodulate. Such 

process comes across with so many interference like selectivity, Image problem and 

distortion. Superhetrodyne receiver allows the designer to optimize the receiver 

performance through choice of Intermediate Frequency and Filtering, followed by mixer. 

Mixer doesn’t “Mix” the two signals but it multiplies the two input sinusoidal signals. 

 

1 2 1 2 1 2( sin )( sin ) [cos( ) cos( ) ]
2

AB
A t B t t t  

             Down Convert      Up-Convert 

 

A mixer can be used to either down-convert or up-convert the RF input signal. Designer 

must remove the undesired output by filtering. A band-pass pre-selection filter is usually 

used ahead of the mixer to suppress the image signal. Noise present in the image would 

also be translated to IF band, degrading signal-to-noise ratio. 

 

 

 

 

There are two cases that apply with down conversion as shown below: 



Case 1: Local Oscillator (LO) frequency is higher than RF frequency. This places the 

image frequency 2 x IFF  above the RF frequency. A sharp cutoff Low Pass Filter (LPF) 

or Band Pass Filter (BPF) could be used to attenuate the image. 

 

IF RF LOF F F  

 

Case 2:  RF is frequency higher than Local Oscillator (LO) frequency. This places the 

image frequency 2 x IFF  below the RF frequency. A sharp cutoff Band Pass Filter (BPF) 

could be used to attenuate the image. 

 

IF LO RFF F F  

 

Band Pass Filters (BPFs) are used in the transmitter and receiver circuits of many 

wireless systems for channel selection and filtering in the Radio Frequency (RF) and 

Intermediate Frequency (IF) ranges. The BPFs are designed either as external filters or 

on-chip filters. External filters provide very high Quality factor (Q) but require buffers to 

drive the off-chip components. These buffers consume more power and in order to reduce 

the power consumption, on-chip filters are preferred in wireless systems. On-chip filters 

are designed with active circuits and offer very low power consumption and good 

efficiency. Most of the on-chip filters are designed with Operational Transconductance 

Amplifier (OTA) and capacitors and are generally called as Gm-C filters. The Gm-C 

filter offers many advantages in terms of low-power and works well at high frequencies. 

The Gm-C circuits represent a popular technique of integrated realization of high 

frequency continuous time filters. Gm-C filters can operate in a wide range of frequencies 

from several hundred of KHz to more than 100MHz.The Q of Gm-C filters can be 

adjusted by controlling the output impedance even at lower frequencies.  

 

The second order BPFs are designed and simulated with CMOS 0.18μm technology 

(BSIM3V3 Level 49 parameter) with a supply voltage of 1.8V. The performances of the 



filters are analyzed using various parameters like center frequency, gain, bandwidth, Q, 

S-parameters, power consumption, tuning ratio and noise.  

 

OTAs are used for large gain and large bandwidth performances in filters. As discussed 

in chapter 3, Wilson Current Mirror OTA (WCM-OTA) has a differential stage 

consisting of PMOS transistors to charge Wilson mirror. Another two MOSFETs are 

used to provide the DC bias voltages. But the WCM-OTA has low output voltage swing. 

Cascode Current Mirror OTA (CCM-OTA) overcomes the draw back of WCM-OTA and 

has large output voltage swing. The OTA used in designing the band pass filter are 

shown in Figure 4.21. BPF with a Biquad structure consisting of two OTAs is considered. 

 

A useful feature of OTA is that its transconductance can be adjusted by the bias current. 

Filters made using the OTA can be tuned by changing the bias current biasI . Two practical 

concerns when designing an OTA for filter applications are the input signal amplitude 

and the parasitic input/output capacitances. The external capacitance should be large 

compared to the input or output parasitic capacitance of the OTA. Large signals cause the 

OTA gain to become non-linear. This limits the maximum frequency of a filter built with 

an OTA and causes amplitude or phase errors. These errors can be minimized with proper 

selection of biasI .  

 

In this section, the design, implementation and performance of the Second order active 

Gm-C CMOS BPFs operating at IF range with center frequencies 70MHz for GSM  

receiver and 10.6MHz for FM systems respectively are proposed. If the system is to 

support more number of carriers then there is need for bandwidth of 3MHz for GSM 

receiver and 1MHz for FM receiver. The filters that will support this bandwidth have to 

be designed. Hence BPFs operating at center frequency 70MHz (bandwidth: 3MHz) and 

10.6MHz (Bandwidth: 1MHz) are proposed.  

 



This section presents the design of a dual-band Band-pass IF channel selection filter to be 

used in a Dual-Band conversion receiver for GSM and FM.  An automatic tuning system 

is also implemented. 

.  

Figure 4.21 Designed Practical Cascode Current Mirror OTA (CCM-OTA) 

 

 

 

 

 

 

 

 

 



4.6.2 Filter Specifications 

 

The dual-band filter can be implemented as shown in Figure 4.17, either switching the 

capacitor or switching the OTAs. Here the problem of nonlinearity of the switches since 

they are in the signal path. It is challenging to share the same filter structure for both 

standards. 

Table 4.6 Dual Band Filter Specifications 

 

Technology 0.18µm CMOS 

Supply Voltage 1.8V 

Filter Order 2 

Type Gm-C 

Gain >0 dB 

Center Frequency GSM:70MHz FM:10.6MHz 

Bandwidth 3MHz 1MHz 

Q Factor 23 10.6 

Power Consumption <500μW 

Tuning Range 10.6MHz IF to 70MHz IF 

Tuning Ratio 6.6 

21S   Max at center Frequency 

11S  Min. at Center Frequency 

 

 

4.6.3 General Biquad Implementations for Second order CMOS Gm-C 

Band Pass Filter 

 

A biquad has two poles and two zeros. Poles are complex and always in the LHP (Left 

Half Plane) and the zeros may or may no be complex and may be in the LHP or the RHP 

(Right Half Plane).Transfer function for biquad is: 



( ) 1 2

( ) 1 2

( )( )
( )

( )( )

out s

in s

V s z s z
H s K

V s p s p
 

 

Low pass:  zeros at  

High pass:  zeros at 0 

Band pass:  one zero at 0 and other at  

Band stop:  zeros at 0j  

All pass:  Poles and zeros are complex conjugates 

 

 

 

Figure 4.22 General Second Order Biquad Filter Implementation 

 

Figure 4.22 shows the single-ended OTA implementation of general second order biquad 

filter. The transfer function is derived as follows: 
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----------(4.34) 

 

General Implementation of 5 OTAs reduces to 3 or 2 OTAs for the standard filters such 

as low pass filter. Comparing the two transfer functions, 
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That means both capacitor 3C and 4C cab be deleted, resulting in the circuit shown in 

Figure4.23 (a). 

 

Figure4.23 (a) General Biquad reduces to 4 OTAs 

The 4 OTAs implementation can be reduced to 3 OTAs if 1 4m mG G .  

1 1 0mI G V  

4 4m iI G V  

1 1 4 1 0 4 1 0 1 4( );C m m i m i m mI I I G V G V G V V G G  

That is, 1mG and 4mG  can be combined as shown in Fig 4.23(b) 

1 1 1 0( )C m iI I G V V  

----------(4.35) 

 

Figure4.23 (b) General Biquad reduces to 3 OTAs 

The 3 OTAs implementation can be reduced to 2 OTAs if 2 3m mG G . 



2 2 1mI G V  

3 3mI G V  

2 2 3 2 1 3 2 0 2 3( );C m m m i m mI I I G V G G V V G G  

 

That is 2mG and 3mG can be combined as shown in Figure 4.23(c) 

 

2 2 2 0( )C m iI I G V V  

----------(4.36) 

 

 

Figure4.23 (c) General Biquad reduces to 2 OTAs 

 

 

Figure 4.24 shows a schematic of 2
nd

 order Biquad Filter implementation using Cascode 

Current Mirror OTA (CCM-OTA@Figure4.21), which is operating at Intermediate 

Frequency (IF) 10.6MHz for FM band and 70MHz for GSM band. The Input conditions 

and filter type are given in Table 4.7.  

 



 

 

 

 

 

Figure 4.24 Schematic and Circuit of 2
nd

 order Biquad Filter using 2 OTAs 

 

 

 

 

 

OTA 1 OTA 2 



If we assume that the transconductance of each stage are equal, then center frequency and 

Q of the filter is given as: 

0

1 2

mG
w

C C
         

2

1

C
Q

C
 

----------(4.37) 

Table 4.7 Design equation for Proposed Biquad filter 

 

Filter Type 

 

Input Conditions Transfer Functions 

Low-pass 
1inV V , with 2V  and 

3V grounded 

2

2 2

1 2 1

m

m m

G

s C C sC G G
 

High-pass 
3inV V , with 1V and 

2V grounded 

2

1 2

2 2

1 2 1 m m

s C C

s C C sC G G
 

Band-pass 
2inV V , with 1V and 

3V grounded 

1

2 2

1 2 1

m

m m

sC G

s C C sC G G
 

Band-stop 
1 3inV V V with 

2V grounded 

2 2

1 2

2 2

1 2 1

m

m m

s C C G

s C C sC G G
 

 

 

The value of the capacitors C1 and C2 for Intermediate Frequency (IF) 10.6MHz for FM 

band and 70MHz for GSM band are given in Table 4.8. 

Table 4.8 Capacitor Value for GSM and FM IF 

Capacitor Value GSM IF(70MHz)  FM IF(10.6MHz) 

C1 38.34fF 0.54pF 

C2 20.68pF 60.1pF 



4.7  Simulation Results of GSM 70MHz IF Biquad Second 

order CMOS Gm-C Filter 

 

4.7.1  70MHz IF Second order CMOS Gm-C Low Pass Filter Response 

 

 

 

Figure 4.25 70MHz IF Second order CMOS Gm-C Low Pass Filter Response 

 

 

 

 

 

 

 

 

 



4.7.2 70MHz IF Second order CMOS Gm-C High Pass Filter Response 

 

 

 

 

Figure 4.26 70MHz IF Second order CMOS Gm-C High Pass Filter Response 

 

 

 

 

 

 

 

 

 

 

 

4.7.3 70MHz IF Second order CMOS Gm-C Band Pass Filter Response 



 

 

 

 

Figure 4.27 70MHz IF Second order CMOS Gm-C Band Pass Filter Response 

 

 

 

 

 

 

 

 

 

 

 

 

 



4.7.4 70MHz IF Second order CMOS Gm-C Band Stop Filter Response 

 

 

 

 

Figure 4.28 70MHz IF Second order CMOS Gm-C Band Stop Filter Response 

 

 

 

 

 

 

 

 

 

 

 



4.8 Layout of GSM 70MHz IF Biquad Second order CMOS 

Gm-C Filter 

 

 

 

Figure 4.29 Layout of GSM 70MHz IF Biquad Second order CMOS Gm-C Filter 

 



4.9   Post Layout Simulation Results of GSM 70MHz IF  

Biquad Second order CMOS Gm-C Filter 

 

4.9.1 70MHz IF Second order CMOS Gm-C Low Pass Filter Post 

Layout Response 

 

 

 

 

Fig 4.30 70MHz IF Second order CMOS Gm-C Low Pass Filter 

 Post Layout Response 

 

 

 

 

 



4.9.2 70MHz IF Second order CMOS Gm-C High Pass Filter Post 

Layout Response 

 

 

 

 

Fig 4.31 70MHz IF Second order CMOS Gm-C High Pass Filter 

Post Layout Response 

 

 

 

 

 

 

 

 

 



4.9.3 70MHz IF Second order CMOS Gm-C Band Pass Filter Post 

Layout Response 

 

 

 

 

Fig 4.32 70MHz IF Second order CMOS Gm-C Band Pass Filter  

Post Layout Response 

 

 

 

 

 

 

 

 

 



4.9.4 70MHz IF Second order CMOS Gm-C Band Stop Filter Post 

Layout Response 

 

 
 

Fig 4.33 70MHz IF Second order CMOS Gm-C Band Stop Filter Post Layout 

Response 

4.10   Pre and Post Layout Simulated Result comparison of 

70MHz IF Second order CMOS Gm-C Filter 

Table 4.9 Pre and Post Layout Simulated Result comparison For 70MHz IF Second 

order CMOS Gm-C Filter 

Filter Type Pre-Layout Post-Layout 

Low Pass 70MHz 69.3MHz 

High Pass 70MHz 69.1MHz 

Band Pass 70MHz 69.2MHz 

Band Stop 70MHz 69.4MHz 



4.11 Monte Carlo Simulations for 70MHz IF CMOS Gm-C 

Band Pass Filter with NMOS Threshold Voltage 

(Absolute Variation) 

 

 

Fig 4.34 Monte Carlo Simulation of 70MHz IF Second order CMOS Gm-C Band 

Pass Filter with NMOS Threshold Voltage (Absolute Variation) 



4.12 Temperature Variations ( 10%) in 70MHz IF CMOS 

Gm-C Band Pass Filter 

 

 
  

 
 

Figure 4.35 70MHz IF Second order CMOS Gm-C Band Pass Filter 

Response@24.3
0
C 



 
 

 
 

Figure 4.36 70MHz IF Second order CMOS Gm-C Band Pass Filter 

Response@27
0
C 

 



 
 

 
 

Figure 4.37 70MHz IF Second order CMOS Gm-C Band Pass Filter 

Response@29
0
C 

 

Table: 4.10 Temperature variations on 70MHz IF CMOS Gm-C Band Pass Filter 



 

 

 

Parameter 

 

 

T= 024.3 C 

 

T= 027 C 

 

T= 029.7 C 

 

Center frequency 

 

 

71.10 MHz 

 

69.99 MHz 

 

70.56 MHz 

 

Gain at Center Frequency 

 

 

4.95dB 

 

4.31dB 

 

3.63dB 

 

3dB Bandwidth 

 

 

6.44 MHz 

 

5.10 MHz 

 

6.83 MHz 

 

Quality Factor(Q) 

 

 

11.04 

 

13.72 

 

10.33 

 

 
 

Table: 4.11 Supply Voltage variations on 70MHz IF CMOS Gm-C Band Pass Filter 

 

 

Parameter 

 

 

1.62V Supply 

 

1.8V Supply 

 

1.98V Supply 

 

Center frequency 

 

 

76.54 MHz 

 

69.99 MHz 

 

74.76 MHz 

 

Gain at Center Frequency 

 

 

3.56dB 

 

4.31dB 

 

3.24dB 

 

3dB Bandwidth 

 

 

5.62 MHz 

 

5.10 MHz 

 

6.45 MHz 

 

Quality Factor(Q) 

 

 

13.61 

 

13.72 

 

11.59 

 

 

 

 

 

 

 

 



4.13 Supply Voltage Variations ( 10%) in 70MHz IF CMOS 

Gm-C Band Pass Filter 
 

 
(a) 

 

 
(b) 

Figure 4.38 70MHz IF Second order CMOS Gm-C Band Pass Filter Response at  

(a) 1.62V Supply and (b) 1.98V Supply 



4.14  Simulation Results of FM 10.6 MHz IF Biquad Second  

order CMOS Gm-C Filter 

 

4.14.1 10.6MHz IF Second order CMOS Gm-C Low Pass Filter 

Response 

 

 

 

 

Figure 4.39 10.6MHz IF Second order CMOS Gm-C Low Pass Filter Response 

 

 

 

 

 

 



4.14.2 10.6MHz IF Second order CMOS Gm-C High Pass Filter 

Response 

 

 

 

 

Figure 4.40 10.6MHz IF Second order CMOS Gm-C High Pass Filter Response 

 

 

 

 

 

 

 

 

 

 



4.14.3 10.6MHz IF Second order CMOS Gm-C Band Pass Filter 

Response 

 

 

 

 

Figure 4.41 10.6MHz IF Second order CMOS Gm-C Band Pass Filter Response 

 

 

 

 

 

 

 

 

 

 



4.14.4 10.6MHz IF Second order CMOS Gm-C Band Stop Filter 

Response 

 

 

 

 

Figure 4.42 10.6MHz IF Second order CMOS Gm-C Band Stop Filter Response 

 

 

 

 

 

 

 

 

 

 



4.15 Layout of FM 10.6MHz IF Biquad Second order CMOS 

Gm-C Filter 

 

 

Figure 4.43 Layout of FM 10.6MHz IF Biquad Second order CMOS Gm-C Filter 



4.16  Post Layout Simulation Results of FM 10.6MHz IF  

Biquad Second order CMOS Gm-C Filter 

 

4.16.1   10.6MHz IF Second order CMOS Gm-C Low Pass Filter Post   

Layout Response 

 

 

 

 

Fig 4.44 10.6MHz IF Second order CMOS Gm-C Low Pass Filter 

 Post Layout Response 

 

 

 

 

 

 



4.16.2 10.6MHz IF Second order CMOS Gm-C High Pass Filter Post 

Layout Response 

 

 

 

 

Fig 4.45 10.6MHz IF Second order CMOS Gm-C High Pass Filter 

 Post Layout Response 

 

 

 

 

 

 

 

 

 



4.16.3 10.6MHz IF Second order CMOS Gm-C Band Pass Filter Post 

Layout Response 

 

 

 

 

Fig 4.46 10.6MHz IF Second order CMOS Gm-C Band Pass Filter 

 Post Layout Response 

 

 

 

 

 

 

 

 

 



4.16.4 10.6MHz IF Second order CMOS Gm-C Band Stop Filter Post 

Layout Response 

 

 

Fig 4.47 10.6MHz IF Second order CMOS Gm-C Band Stop Filter 

 Post Layout Response 

 

4.17     Pre and Post Layout Simulated Result comparison of 

10.6MHz IF Second order CMOS Gm-C Filter 

 

Table 4.12 Pre and Post Layout Simulated Result comparison  

10.6MHz IF Second order CMOS Gm-C Filter 

Filter Type Pre-Layout Post-Layout 

Low Pass 10.6MHz 10.1MHz 

High Pass 10.6MHz 9.9MHz 

Band Pass 10.6MHz 10.2MHz 

Band Stop 10.6MHz 10.0MHz 



4.18 Monte Carlo Simulations for 10.6MHz IF CMOS Gm-C 

Band Pass Filter with NMOS Threshold Voltage 

(Absolute Variation) 

 

 

Fig 4.48 Monte Carlo Simulation of 10.6MHz IF Second order CMOS Gm-C Band 

Pass Filter with NMOS Threshold Voltage (Absolute Variation) 



4.19 Temperature Variations ( 10%) in 10.6MHz IF CMOS 

Gm-C Band Pass Filter 

 

 

Figure 4.49 10.6MHz IF Second order CMOS Gm-C Band Pass Filter 

Response@24.3
0
C 

 



 

 

 

Figure 4.50 10.6MHz IF Second order CMOS Gm-C Band Pass Filter 

Response@27
0
C 



 

 

 

Figure 4.51 10.6MHz IF Second order CMOS Gm-C Band Pass Filter 

Response@29.7
0
C 

 



Table: 4.13 Temperature variations on 10.6MHz IF CMOS Gm-C Band Pass Filter 

 

 

Parameter 

 

T= 024.3 C T= 027 C T= 029.7 C 

 

Center frequency 

 

 

10.34MHz 

 

10.6MHz 

 

10.42MHz 

 

Gain at Center Frequency 

 

 

4.15 

 

4.45 

 

4.34 

 

3dB Bandwidth 

 

 

2.11 

 

1.73 

 

2.17 

 

Quality Factor(Q) 

 

 

4.90 

 

6.12 

 

4.80 

 

 

Table: 4.14 Supply Voltage variations on 10.6MHz IF CMOS Gm-C Band Pass 

Filter 

 

 

Parameter 

 

 

1.62V Supply 

 

1.8V Supply 

 

1.98V Supply 

 

Center frequency 

 

 

11.60 

 

10.6MHz 

 

11.31 

 

Gain at Center Frequency 

 

 

4.81 

 

4.45dB 

 

4.68 

 

3dB Bandwidth 

 

 

2.35 

 

1.73MHz 

 

2.29 

 

Quality Factor(Q) 

 

 

4.93 

 

6.12 

 

4.93 

 

 

 

 



4.20 Supply Voltage Variations ( 10%) in 10.6MHz IF CMOS 

Gm-C Band Pass Filter 

 

 

(a) 

 
(b) 

 

Figure 4.52 10.6MHz IF Second order CMOS Gm-C Band Pass Filter Response at  

(a) 1.62V Supply and (b) 1.98V Supply 

 



4.21 S-Parameters 

The S-parameter simulation is performed for the Band Pass Filter for impedance 

matching of 50 ohms on input and output of the filter. The S parameters are found by 

considering the filter structures as two port network. For a two-port network there are 

four S parameters 11 21 12, ,S S S  and 22S . 11S and 22S  are simply the forward and reverse 

reflection coefficients, with the opposite port terminated in 0Z (usually 50 ohms.). 21S  and 

12S are simply the forward and reverse gains assuming a 0Z source and load (again 

usually 50 ohms). 

1 11 1 12 2b S a S a  

2 21 1 22 2b S a S a  

 

Here a1 and a2 are incident wave and b1 and b2 are reflected waves. 

 

1
11

1

b
S

a
(With 2a = 0) = Input Reflection Coefficient Γin for the case of 0LZ Z . 

2
21

1

b
S

a
(With 2a = 0) = Forward Transmission (Insertion) Gain for the case of 0LZ Z . 

1
12

2

b
S

a
(With 1a = 0) = Reverse Transmission (Insertion) Gain for the case of 0SZ Z . 

2
22

2

b
S

a
(With 1a = 0) = Output Reflection Coefficient Γout for the case of 0SZ Z . 

 

 



 

 

Smith Chart: 

 

Figure 4.53 Basic Smith Chart 

 

 

 

4.21.1 S-Parameter Simulation Results for 70MHz GSM IF 



 

4.21.1.1 S-Parameter 21S Simulation Result 

 

 

Figure 4.54 Transmission 21S for 70MHz GSM IF 

 

 

 

 

 

 

 

 

 

 



4.21.1.2 S-Parameter 21S and 11S Simulation Result 

 

 
 

Figure 4.55 Transmission 21S  and Return 11S for 70MHz GSM IF 

 

 

 

 

 

 

 

 



4.21.1.3 S-Parameter 21S and Angle of Transmission Simulation Result 

 

 
 

 

Figure 4.56 Transmission 21S and Angle of Transmission for 70MHz GSM IF 

 

 

 

 

 

 

 

 

 

 

 



4.21.1.4 Simulation Result of Smith Chart for 11S  

 

 

 

 

Figure 4.57 Smith Chart 11S for 70MHz GSM IF 

 

 

 

 

 

 

 

 

 



4.21.1.5 Simulation Result of Smith polar plot for 21S  

 

 

 

 

 

Figure 4.58 Smith Polar Plot 21S for 70MHz GSM IF 

 

 

 

 

 

 

 

 



4.21.2 S-Parameter Simulation Results for 10.6 MHz FM IF 

 

4.21.2.1 S-Parameter 21S Simulation Result 

 

 

Figure 4.59 Transmission 21S for 10.6MHz FM IF 

 

 

 

 

 

 

 

 

 

 



4.21.2.2 S-Parameter 21S and 11S Simulation Result 

 

 

Figure 4.60 Transmission 21S  and Return 11S for 10.6MHz FM IF 

 

 

 

 

 

 

 

 

 

 



4.21.2.3 S-Parameter 21S and Angle of Transmission Simulation Result 

 

 

 

Figure 4.61 Transmission 21S and Angle of Transmission for 10.6MHz FM IF 

 

 

 

 

 

 

 

 

 

 



4.21.2.4 Simulation Result of Smith Chart for 11S  

 

 

 

 

Figure 4.62 Smith Chart 11S for 10.6MHz FM IF 

 

 

 

 

 

 

 

 

 



4.21.2.5 Simulation Result of Smith polar plot for 21S  

 

 

 

Figure 4.63 Smith Polar Plot 21S for 10.6MHz FM IF 

 

 

 

 

 

 

 

 

 



4.22 Dual Band Filter Measurement Results 

 

Table 4.15 Dual Band Filter measurement results 

 

Technology 0.18µm CMOS 

Supply Voltage 1.8V 

Filter Order 2 

Type Gm-C 

Gain 4.31 4.8 

Center Frequency GSM:70MHz FM:10.6MHz 

Bandwidth 5.10MHz 1.73MHz 

Q Factor 13.72 8.83 

Power Consumption 574μW 

Tuning Range 10.6MHz IF to 70MHz IF 

Tuning Ratio 6.6 

21S   -1.5688dB -0.71dB 

11S  -37.23dB -50.076 

Sensitivity@-5MHz -21.73dB -46dB 

Sensitivity@+5MHz -20.53dB -36.5dB 

 

 

 

 

 

 

 

 

 

 

 



4.23 Automatic Tuning Scheme 
 

4.23.1 Existing Tuning Method 

 
Automatic tuning is used to control the frequency response of continuous-time filters. A 

tuning is required in a continuous-time filter to compensate the drift of element values 

due to process and temperature variations which will affect the accuracy of filter. The 

center frequency can be improved to a few percent or even to a fraction of 1% by using 

tuning techniques based on the master slave tuning principle, implemented by means of a 

phase locked loop (PLL) using either a voltage controlled filter (VCF) or voltage 

controlled oscillator (VCO), as shown in Fig. 4.61[211]. 

 

 
(a) 

 

 
 

(b) 

 

Figure 4.64 (a) Master-slave frequency tuning scheme based on a VCF 

                        (b) Master-slave frequency tuning scheme based on a VCO 

 

In the voltage controlled filter (VCF), an external reference signal fexternal is applied to the 

master filter which is similar to a second-order filter section which is similar to those 

used in the filter to be tuned. The frequency-dependent input-output phase characteristics 



of this reference are then exploited to tune the circuit. Any offset in the phase comparator 

will result in a frequency tuning error. 

 

Disadvantage of VCF configuration is that harmonic distortion in the reference signal 

will introduce additional tuning errors. This is because the harmonics will not come out 

from the reference filter with the same phase shift as the fundamental frequency. When 

multiplied with the incoming signal, these residual out-of-phase harmonics will alter the 

result of phase comparison. Some of those distortions are dc components. This dc 

component can be considered as noise, which will produce error on the dc output of the 

phase comparator. 

 

In the VCO approach, the multiplier or the phase comparator has to compare the 

frequency of the signal coming out from the VCO with that of the reference signal. The 

error voltage is filtered out by the low pass filter and feedback to the voltage-controlled 

oscillator. As compared to the VCF approach, only the phase variations that mean 

frequency, of one signal with respect to the other must be detected. So, for the 

requirement of phase comparator a simple XOR gate can be used. For the precision of the 

tuning system, the important parameter is the oscillating frequency of the VCO. 

 

The main problem is the implementation of a voltage-controlled oscillator that is well 

matched to the filter to be tuned. The best candidate is usually a second-order harmonic 

oscillator, which must be carefully considered since harmonic distortion and 

nonlinearities in the transconductors would shift the effective oscillation frequency, thus 

introducing a tuning error. 

 

Another design consideration of the VCO technique is the feed through from the 

oscillator to the filter, which should be minimized. Master-slave techniques are ultimately 

limited by the mismatches of the main filter elements. This problem is more prominent in 

high frequency where the filter becomes more sensitive to parasitic which are extremely 

difficult to match in the master and the slave. 



 

4.23.2 Proposed Tuning Method 

 
A digital frequency tuning technique is shown in Figure 4.61. The tuning circuit consists 

of an LPF, Comparator, De-Multiplexer, and Switch. In an OTA-C filter, frequency 

tuning can be achieved by tuning the transconductors using a control voltage or by tuning 

the capacitors using a capacitor array (CA). The first solution implies changing the 

dynamic range of the filter since the bias conditions of the OTA and thus linearity of the 

filter is changed. The second solution using CA is preferable to optimize the dynamic 

range of the filter during tuning at the expense of area since the CA and associated 

switches require more area.  

 

Digital frequency tuning scheme shown in Figure 4.61 is very well suited with those type 

of applications where the frequency tuning is implemented using CAs. The output of the 

de-multiplexer is directly connected to the switches of the CA without the need of an 

extra interface. 

 

 

(a) 

 

Node 1 

Node 2 

Node 4 

Node 6 



 

(b) 

Figure 4.65 Automatic Tuning Circuit (a) without Gm stage circuit 

                                                              (b) With Gm Stage circuit 

 

Here the Intermediate frequency is tuned between FM 10.6 MHz IF to 70 MHz IF for 

GSM using capacitor array. Consider two cases: 

 

I-Case: 

Suppose FM band is selected then 10.6MHz FM IF signal is passed from 10.06MHz Low 

pass filter, followed by Low pass filter2 and the same signal passed from 70MHz Low 

pass Filter3. Output of low pass filter2 is compared with reference voltage in comparator. 

Simulation results are shown below. 

 



 

Figure 4.66 (a) I-Case Waveform at Node 1 in Automatic Tuning Circuit 

 

Figure 4.66(b) I-CaseWaveform at Node 2 in Automatic Tuning Circuit 



 

Figure 4.66(C) I-Case Waveform at Node 4 in Automatic Tuning Circuit 

 

Figure 4.66(d) I-Case Waveform at Node 6 in Automatic Tuning Circuit 

 



Output of Low pass filter2 at node 4 is 380mV is given to V- terminal of comparator and 

250mV output of divide by 2 circuit, which is voltage divider circuit, is given to V+ 

terminal of Comparator. Comparator compares the two input voltages and based on that, 

output is logic 0, which is given to selection line of line of 1x2 de-multiplexer. Based on 

logic 0 at selection line of 1x2 de-multiplexer, input I0 is selected with Switch F is closed 

and particular Capacitor Array(CA) is activated. 

 

II-Case: 

IF GSM band is selected then 70MHz IF signal is passed from 10.6MHz Low pass filter 

and that 70MHz IF signal is highly attenuated because it is going to pass from 10.6MHz 

low pass filter. Highly attenuated output of 10.6MHz low pass filter is going to pass low 

pass filter2. Output of low pass filter2 is compared with reference voltage in comparator. 

Simulation results are shown below. 

 

 

Figure 4.67(a) II-CaseWaveform at Node 1in Automatic Tuning Circuit 



 

Figure 4.67(b) II-Case Waveform at Node 2 in Automatic Tuning Circuit 

 

Figure 4.67(c) II-Case Waveform at Node 4 in Automatic Tuning Circuit 

 



 

Figure 4.67(d) II-Case Waveform at Node 6 in Automatic Tuning Circuit 

 

Output of Low pass filter2 is 7.5μV is given to V- terminal of comparator and 250mV 

output of divide by 2 circuit, which is voltage divider circuit, is given to V+ terminal of 

Comparator. Comparator compares the two input voltages and based on that, output is 

logic 1, which is given to selection line of line of 1x2 de-multiplexer. Based on logic 1 at 

selection line of 1x2 de-multiplexer, input I1 is selected with Switch G is closed and 

particular Capacitor Array (CA) is activated. 

 

 

 

 

 

 

 



4.23.3 Comparator and Analog Switch Layouts 

 

Figure 4.68 Comparator Layout 

 

 

Figure 4.69 Analog Switch Layout 



4.24 Comparison with Previously Reported works 

 
Table 4.16 Comparison with Previously Reported works 

 

 

Specification [185] [187] [189] [190] [193] [198] 

Technology 0.18µm 

CMOS 

0.18µm 

CMOS 

0.13µm 

CMOS 

0.18µm 

CMOS 

0.35µm 

CMOS 

0.18µm 

CMOS 

Type Gm-C Gm-C Gm-C Gm-C Gm-C Gm-C 

Supply 

Voltage 

0.5V 1.8V 1.2V 1.8V 1.3V 1V 

Filter Order 3 5 3 2 2 3 

Tuning Range 1.4MHz 

to 

6MHz 

150KH

z to 

23MHz 

-3dB cutoff:  

9.8MHz 

Cutoff 

Freq: 

24MHz 

200KHz 

to 

3.1 MHz 

135KHz- 

2.2 MHz 

Power 

Consumption 

60µW 10.8m

W 

3.8mA X 

1.2V 

384µW 0.2mW <2mW 

 

Specification [212] [213] [214] [215] [216] This Work 

Technology 0.18µm 

CMOS 

0.18µm 

CMOS 

0.25µm 

Bi-CMOS 

0.13µm 

CMOS 

0.13µm 

CMOS 

0.18µm 

CMOS 

Type Gm-C Gm-C Gm-C Active 

Gm-RC 

Active 

Gm-RC 

Gm-C 

Supply 

Voltage 

1.8V 1.8V 2.5V 1.2V 1.2V 1.8V 

Filter Order 6 4 3 4 2-6 2 

Tuning Range 1.5MHz 

to 

12MHz 

0.5MH

z to 

12MHz 

50KHz 

to 

2.2MHz 

2.11MHz 

to 

11MHz 

350KHz 

To 

23.5 MHz 

10.6MHz 

To 

70MHz 

Power 

Consumption 

15mW 4.5mW 7.3mW 14.2mW 21.6mW 574 µW 

 

 



Conclusion 
 

Vast attention has been paid to active continuous-time filters over the years. Thus as the 

cheap, readily available integrated circuit OpAmps replaced their discrete circuit versions, 

it became feasible to consider active-RC filter circuits using large numbers of OpAmps. 

Similarly the development of integrated operational transconductance amplifier (OTA) 

led to new filter configurations. This gave rise to OTA-C filters, using only active devices 

and capacitors, making it more suitable for integration. The demands on filter circuits 

have become ever more stringent as the world of electronics and communications has 

advanced. In addition, the continuing increase in the operating frequencies of modern 

circuits and systems increases the need for active filters that can perform at these higher 

frequencies; an area where the LC active filter emerges. This research concentrates on the 

design of high frequency continuous-time Gm-C integrated filters.  

 

In general, the bandwidth of the OTA used in the filter must be much larger than the filter 

cut-off frequency. The OTA must also have with linearity in order to achieve acceptable 

low distortion levels. For high frequency filters, single stage OTAs are preferred, because 

the internal nodes of multi-stage designs result in additional excess phase shift, as well as 

increased power consumption. 

 

The designed Wilson Current Mirror base folded cascode OTA works for frequencies that 

lead to a base band circuit design for RF application, is based on transistor sizing 

methodology. Simulation results are performed using SPICE software and BSIM3V3 

model for CMOS 0.18um process, show that the designed folded cascode OTA has a 

52dB DC gain, a unity gain bandwidth around 390MHz, phase margin of 50degrees with 

power consumption 288μw. The circuit denotes an offset voltage of 0.05V, a Slew Rate 

of 160V/μs, and Input Common Mode Range (ICMR) close to Supply Rails (± 1.8V)  

 

Mobile telephony together with mobile phones has revolutionized the world and the way 

people communicate. While the first mobile phones were simple devices whose main and 

only features were the voice communication and the messaging capability, today’s 

mobile phones are innovative devices that provide a wide variety of services to users. 



Among such wide variety of services, one of the most attractive mobile phone services 

are the entertainment services, and specially the functionality that allows users to listen to 

FM radios through their mobile phones. 

 

This thesis concentrates on the design and implementation of analog continuous- time 

Gm-C IF filter for Dual Band (FM and GSM) receivers. The main reason for using an 

intermediate frequency is to improve frequency selectivity. In communication circuits, a 

very common task is to separate out or extract signals or components of a signal that are 

close together in frequency. This is called filtering. With all known filtering techniques 

the filter's bandwidth increases proportionately with the frequency. So a narrower 

bandwidth and more selectivity can be achieved by converting the signal to a lower IF 

and performing the filtering at that frequency. 

 

CMOS Gm-C IF filter is used in wireless systems for channel selection and filtering in 

Intermediate Frequency (IF) ranges. The Filter is designed either as external filters or on-

chip filters. External filters provide very high Quality factor (Q) but require buffers to 

drive the off-chip components. These buffers consume more power and in order to reduce 

the power consumption, on-chip filters are preferred in wireless systems. On-chip filters 

are designed with active circuits and offer very low power consumption and good 

efficiency. Most of the on-chip filters are designed with Operational Transconductance 

Amplifier (OTA) and capacitors and are generally called as Gm-C filters. The Gm-C 

filter offers many advantages in terms of low-power and works well at high frequencies. 

The Gm-C circuits represent a popular technique of integrated realization of high 

frequency continuous time filters. Gm-C filters can operate in a wide range of frequencies 

from several hundred of KHz to more than 100MHz. The Q of Gm-C filters can be 

adjusted by controlling the output impedance even at lower frequencies.  

 

The objective of this work is to design an integrated second order active Gm-C CMOS IF 

band pass filter for Dual Band Receiver; operating at center Frequency (10.6MHz IF for 

FM Band and 70MHz IF for GSM Band IF) range with tunability, Linearity, silicon area 

and Low power consumption 



 

Designed of a 2
nd

 order Gm-C dual-band IF filter to be used in a dual-band down 

conversion receiver for FM band and GSM band, as design is carried out in the TSMC 

0.18μm CMOS technology with the BSIM3V3 Level 49 MOSFET model and the filter 

operates form 1.8V single supply. The performances of the filters designed are analyzed 

using various parameters like center frequency, gain, bandwidth, Q, and S-parameters. 

 

The ac responses of the 2nd order Gm-C dual-band IF Band Pass filter provides high Q 

(13.72 for GSM Band and 6.12 for FM Band) with bandwidth (5.10MHz for GSM Band 

and 1.73MHz for FM Band) and good gain (4.31 for GSM Band and 4.45 for FM Band) 

 

The S-parameter simulation is performed for the 2nd order Gm-C dual-band IF Band 

Pass filter for impedance matching of 50 ohms on input and output of the filter. The S- 

parameters are found by considering the filter structures as two port network. S-

parameters found are input return loss in dB ( 11S ) and forward voltage gain in dB ( 21S ). 

The S-parameter simulation of the 2nd order Gm-C dual-band IF Band Pass filter shows 

that the forward voltage gain ( 21S ) are at maximum (-1.56dB for GSM Band and -0.71dB 

for FM Band) at the center frequency of the filters and the losses ( 11S ) are at minimum (-

37.23dB for GSM Band and -50.07dB for FM Band) at the center frequency of the filters. 

 

The designed filter has tuning ratio 6.6 and suitable for IF channel selection of Wireless 

System with power consumption 575μw. Designed of a 2
nd

 order Gm-C dual-band IF 

filter is based on capacitor array (CA) and a digital automatic tuning system is 

implemented for tuning the Intermediate Frequency (IF) for GSM band and FM band. 

 

 



Summary:  

The designed Wilson current mirror based folded Cascode OTA was biased at 1.8V 

power supply voltage using CMOS technology of 0.18μm with the BSIM3V3 level 49 

MOSFET model.  

 

The circuit denotes an offset voltage of 0.05V, an input-output swing -1.8V/+1.5V,a Slew 

Rate of 160V/μS, and an input common-mode range close to supply rail ±1.8V. Designed 

Wilson Mirror base Folded Cascode OTA achieves a gain of 52dB and a wide bandwidth 

of 390 MHz with phase margin of 50 degrees. 

 

Folded cascode OTA based on Wilson mirror has a limited output swing, because the 

maximum output voltage is set lower than: 
,2DD T ds satV V V  so, we use cascode current 

mirror in order to restore this fall to 
,2 ds satV  and finally we achieved input-output swing 

-1.8V/+1.8V. 

 

Based on Folded Cascode OTA, designed an integrated second order active Gm-C 

CMOS IF band pass filter for Dual Band Receiver, operating at center 

Frequency(10.6MHz IF for FM Band and 70MHz IF for GSM Band IF) range. The 

performances of the filters designed are analyzed using various parameters like center 

frequency, gain, bandwidth, Q, and S-parameters. 

 

The ac responses of the 2nd order Gm-C dual-band IF Band Pass filter provides high Q 

(13.72 for GSM Band and 6.12 for FM Band) with bandwidth (5.10MHz for GSM Band 

and 1.73MHz for FM Band) and good gain (4.31 for GSM Band and 4.45 for FM Band). 

 

The performances of the filters designed are also analyzed with 10% supply voltage and 

Temperature variations. 

 

Layout represents the masks that are used to fabricate an integrated circuit. It describes a 

layout design in terms of files, cells & mask primitives. On the layout level, the 



component parameters are totally different from schematic level. So it provides the 

facility to the user to analyze the response of the circuit before forwarding it to the time 

consuming & costly process of fabrication. There are rules for designing layout of a 

schematic circuit using which user can compare the output response with the expected 

one. 

 

Extract creates SPICE (Simulation Programme with IC Emphasis) compatible circuit net 

lists from layouts. It can recognize devices, sub circuits, and the most common device 

parameters, including resistance, capacitance, device length, width, and area. 

 

Monte Carlo analysis provides an accurate and powerful method for parametric yield 

estimation. The principle of Monte Carlo analysis can be defined as the generation of 

circuit figure-of-merit distributions as a function of statistically varying device model 

parameters that accurately reflect manufacturing process variations. Variations of 

physical parameters (e.g. oxide thickness or doping concentration) lead to variations of 

electrical parameters, like threshold voltage or gate capacitance. In turn, this affects the 

performance of circuits as it changes gate delays or leakage currents. By performing 

Monte-Carlo (MC) simulations on transistor level, the effect of global variations on the 

circuit behavior can be explored. Probability distributions for the varying device 

parameters serve as input for Monte-Carlo simulations. The distributions are based on 

measured statistics of the manufactured transistors. Therefore, IC manufacturers add 

Process Control Monitoring (PCM) structures on the scribe-line of the wafers. 

 

The S-parameter simulation is performed for the 2nd order Gm-C dual-band IF Band 

Pass filter for impedance matching of 50 ohms on input and output of the filter. The S-

parameters are found by considering the filter structures as two port network.  

S-parameters found are input return loss in dB ( 11S  ) and forward voltage gain in dB 

( 21S  ).  

 

The S-parameter simulation of the 2nd order Gm-C dual-band IF Band Pass filter shows 

that the forward voltage gain ( 21S  ) are at maximum (-1.56dB for GSM Band and -



0.71dB for FM Band) at the center frequency of the filters and the losses ( 11S ) are at 

minimum (-37.23dB for GSM Band and -50.07dB for FM Band) at the center frequency 

of the filters. The designed filter has tuning ratio 6.6 and suitable for IF channel selection 

of Wireless System with power consumption 575 μw. 

 



References 

 
 

[1]     K.W.H. Ng, V.S.L. Cheung, and H. Luong, “A 3-V 44-MHz switched-capacitor 

 bandpass filter for digital video application,” in Proc. of the IEEE International 

 Symposium on Circuits and Systems, Arizona, May 2002, pp. IV.627-IV.630. 

 

[2]    S. Kiriaki, T. Lakshmi Viswanathan, G. Feygin, B. Staszewski, R. Person, B. 

 Krenik,M. de Wit, and K. Nagaraj, “A 160-MHz analog equalizer for magnetic 

 disk read channels,” IEEE J. Solid-State Circuits, vol. 32, no. 11, pp. 1839-1850, 

 November 1997. 

 

[3]  K. Yido, H. Hyungki, C. Yongsik, L. Jeongwoo, P. Joonbae, L. Kyeongho Lee, J. 

 Deog-Kyoon, and K. Wonchan, “A fully integrated CMOS frequency synthesizer 

 with charge-averaging charge pump and dual-path loop filter for PCS- and 

 cellular- CDMA wireless systems,” IEEE J. Solid-State Circuits, vol. 37, no. 5, pp. 

 536-542, May 2002. 

 

[4]  G. Chunbing, L. Chi-Wa; C. Yu-Wing, I. Hsu, T. Kan, D. Leung, A. Chan, and 

 H.C.Luong, “A fully integrated 900-MHz CMOS wireless receiver with on-chip  

 RF and IF filters and 79-dB image rejection,” IEEE J. Solid-State Circuits, vol. 37, 

 no. 8, pp. 1084-1089, August 2002. 

 

[5]  P. Sirinamaratana and N. Wongkomet: “A 0.7-m CMOS anti-aliasing filter for 

 non-oversampled video signal applications”, Proc IEEE ISCAS, Thailand, May 

 2003. 

 

[6]  H. Khorramabadi, M. Tarsia, and N. Woo, “Baseband filters for IS-95 CDMA 

 receiver applications featuring digital automatic frequency tuning,” in Proc. IEEE 

 ISSCC Conf., pp. 172–173, San Francisco, CA, Feb. 1996. 

 

[7]  J. H. Hwang, M. Y. Lee, C. Y. Jeong, and C. Yoo, “Active-RC channel selection 

 filter tunable from 6kHz to 18MHz for software-defined radio,” Proc. IEEE 

 ISCAS, pp. 4803-4806, May 2005. 

 

[8]  S. D’amico, V. Giannini, and A. Baschirotto, “A 4th-order active-Gm-RC 

 reconfigurable (UMTS/WLAN) filter,” IEEE J. Solid-State Circuits, Vol. 41, No. 

 7 pp. 1630–1637, July 2006. 

 

[9]  A. Yoshizawa, and Y. P. Tsividis, “Anti-blocker design techniques for MOSFET-

 C filters for direct conversion receivers,” IEEE J. Solid-State Circuits, Vol. 37, 

 No. 3 pp. 357–364, March 2002. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 2 
 

[10]  M. I. Younus, A. Savla, A. Ravindran and M. Ismail, “A reconfigurable baseband 

 chain for 3G wireless receivers,” Y. Sun, Edited: Wireless communication circuits 

 and systems, IEE, London, UK, 2004. 

  

[11]  T. Hollman, S. Lindfors, M. Lansirinne, J. Jussila, and K.A.I. Halonen, “A 2.7-V 

 CMOS dual-mode baseband filter for PDC and WCDMA,” IEEE J. Solid-State 

 Circuits, Vol. 36, pp. 1148–1153, July 2001. 

 

[12]  J. Ryynanen, K. Kivekas, J. Jussila, A. Parssinen, and K. Halonen, “A single-chip 

 multimode receiver for GSM900, DCS1800, PCS1900, and WCDMA,” IEEE J. 

 Solid-State Circuits, Vol. 38, pp. 594–602, Apr. 2003. 

 

[13]  S. D’amico, V. giannini and A. Baschirotto, “A Low-Power Reconfigurable 

 Analogue Filter for UMTS/WLAN Receivers,” Analogue Integrated Circuit and 

 Signal Proc., Vol. 46, pp. 65-72, 2006. 

 

[14]  Y. Sun and C. Hill, “Low-power fully differential CMOS filter for video 

 frequencies,” IEEE Trans. Circuits and Systems –II, Vol. 48, No.12, pp.1144-

 1148, 2001. 

 

[15]  S. D’Amico, V. Giannini, and A. Baschirotto, “A 1.2 V –21 dBm OIP3 4
th

 Order 

 Active-gm-RC reconfigurable (UMTS/WLAN) Filter with On-chip Tuning with 

 an automatic tool,” Proc. IEEE ESSCIRC 2005, pp. 315–318, Sep. 2005. 

 

[16]  H. Khorramabadi, M. Tarsia, and N. Woo, “Baseband filters for IS-95 CDMA 

 receiver applications featuring digital automatic frequency tuning,” in Proc. IEEE 

 ISSCC Conf., pp. 172–173, San Francisco, CA, Feb. 1996.  

 

[17]  T. Deliyannis, Y. Sun, and J. K. Fidler: Continuous-time active filter design, CRC 

 press, Florida, USA, 1999. 

 

[18] Y. Sun, Ed.: Design of high frequency integrated analogue filters, IEE, London, 

 UK, 2002. 

 

[19]  Y. Sun, Ed.: Wireless communication circuits and systems, IEE, London, UK, 

 2004. 

 

[20]  Y. Sun, Guest Editor: Special issue on high-frequency integrated analogue filters, 

 IEE Proc. Circuits Devices Syst., Vol. 147, No. 1, February 2000. 

 

[21]  B. Pankiewicz, M. Wojcikowski, S. Szczepanski, and Y. Sun, “A field 

 programmable analogue array for CMOS continuous-time Gm-C filter 

 applications, ” IEEE J. Solid-State Circuits, Vol. 37, No. 2, pp. 125-136, February, 

 2002. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 3 
 

[22]  S. Lindfors, J. Jussila, K. Halonen, L. Siren, “A 3V continuous-time filter with on 

 chip tuning for IS-95, ” IEEE J. Solid-State Circuits, Vol. 34, No. 8, pp.1150-

 1154, August, 1999. 

 

[23]  J. Rogin, I. Kouchev, and Q. Huang, “A 1.5 V 45 mW direct conversion 

 WCDMA receiver IC in 0.13 um CMOS,” in Proc. IEEE ISSCC, Feb. 2003. 

 

 

[24]  M. Hassan, Y. Sun, and Y. Zhu, “Second-order Gm-C filters using a single OTA,” 

 Proc. IEEE ECCTD, August, 2005. 

 

[25]  B. Guthrie, T. Sayers, A. Spencer, and J. Hughes, “A CMOS gyrator low-IF Filter 

 for a dual-mode Bluetooth/ZigBee receiver,” IEEE J. Solid-State Circuits, Vol. 40, 

 pp. 1872–1879, Sep. 2005. 

 

[26]  C-H. Heng, M. Gupta, S-H. Lee, D. Kang, and B-S. Song, “A CMOS TV 

 Tuner/Demodulator IC with Digital Image Rejection,” IEEE J. Solid-State 

 Circuits, Vol. 40, pp. 2536–46, Dec. 2005. 

 

[27]  G. Faria, J. A. Heniksson, E. Stare, P. Talmola, “DVB-H: Digital Broadcast 

 Services to Handheld Devices,” Proc. IEEE, Vol. 94, No. 1, pp. 198–209, Jan. 

 2006. 

 

[28]  A. J. Lewinski, and J. Silva-Martinez, “A 30MHz fifth-order elliptic low-pass 

 CMOS filter with 65-dB spurious-free dynamic range,” IEEE Trans. Circ. Syst. I: 

 regular paper, Vol. 54, No. 3, March 2007. 

 

[29]  V. Saari, etc., “A 1.2V 240MHz CMOS continuous-time low-pass filter for a 

 UWB radio receiver,” ISSCC Digest of Technical Papers, pp. 589–591, Feb. 2007. 

 

 

[30]  H. Elwan, H. Al-Zaher, and M. Ismail. “A new generation of global wireless 

 compatibility”. IEEE Circuits and Devices Magazine, 17(1):7–19, January 2001. 

 

[31]  Y. Tsividis. “Continuous-Time Filters in Telecommunications Chips”. IEEE 

 Communications Magazine, pages 132–137, April 2001. 

 

[32]  L. E. Aguado, K. K. Wong, and T. O’Farrell. “Coexistence Issues For 2.4 GHz 

 OFDM WLANS”. In IEE 3G Mobile Communication Technologies, pages 400–

 404, London, United Kingdom, May 2002. 

 

[33]  I.R. Khan, M. Okuda and R. Ohba, “New designs of frequency selective FIR 

 digital filters”, Proc. Int. Symp. Circuits Syst. (ISCAS), Bangkok, Thailand, vol. 4, 

 pp. 25-28, May 2003. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 4 
 

[34]  E. Sánchez-Sinencio and J. Silva-Martinez, The Circuits and Filters Handbook: 2nd 

 Edition: Switched Capacitor Filters, Boca Raton, FL: CRC Press, 1995. 

 

[35]  E. Sánchez-Sinencio, J. Silva-Martinez, and R.L. Geiger, “Biquadratic SC filters 

 with small GB effects,” IEEE Trans. Circuits and Systems, vol. 31, no. 10, pp. 

 876-884, Oct. 1984. 

 

[36]  F. Taylor, “Block floating-point distributed filters”, IEEE Trans. Circuits and 

 Systems, vol. 31, no. 3, pp. 300-304, Mar. 1984. 

 

[37]  M.J. Schindler and Y. Tajima, “A novel MMIC active filter with lumped and 

 transversal  elements”, IEEE Trans on Microwave Theory and Techniques, vol.-

 37, no. 12, pp. 2148-2153, Dec. 1989. 

 

[38]  S-S Lee and C.A. Laber, “A BiCMOS continuous-time filter for video signal 

 processing applications”, IEEE J. Solid-State Circuits, vol. 33, no. 9, pp. 1373-

 1382, Sept. 1998. 

 

[39]  L. Du, M. Spurbeck and R.T. Behrens, “A linearly constrained adaptive FIR filter 

 for hard disk drive read channels”, IEEE International Conference on 

 Communications 1997, vol. 3, pp. 1613-1617, June 1997. 

 

[40]  T.M. Almaida and M.S. Piedade, “High performance analog and digital PLL 

 design”, Proc. Int. Symp. Circuits Syst. (ISCAS), Orlando, FL, vol. 4, pp. 394-

 397, June 1999. 

 

[41]  E. Sanchez-Sinencio, “Radio frequency wireless systems: basics and IC 

 implementations”, Proceedings of the 5th IEEE International Caracas Conference 

 on Devices, Circuits and Systems”, vol. 1, pp. 1-4, Nov. 2004 

 

[42]  W.V. Subbarao, “Programmable bi-quad active filters for bio signal processing”, 

 Proc. of the Annual International Conference on Engineering in Medicine and 

 Biology Society”, vol. 3, pp. 1100-1101, Nov. 1988. 
 

[43]  K. Peacock, “On the practical design of discrete velocity filters for seismic data 

 processing”, IEEE Trans. Acoustics, Speech, and Signal Processing, vol. 30, no. 1, 

 pp. 52-60, Feb. 1982. 

 

[44]  S. Lindfors. CMOS Baseband Integrated Circuit Techniques For Radio Receivers. 

 PhD thesis, Department of Electrical and Communications Engineering, Helsinki 

 University of Technology, June 2000. 

 

[45]  R. Schaumann, M. S. Ghausi, and K. R. Laker. Design of Analog Filters. 

 Prentice-Hall, Englewood Cliffs, NJ, 1990. 
 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 5 
 

[46]  A. Parssinen. Direct Conversion Receivers in Wide-Band Systems. Kluwer 

 Academic Publishers, Boston, 2001. 
 

 

[47]  Jarkko Jussila. Analog Baseband Circuits for WCDMA Direct Conversion  

 Receiver. PhD thesis, Electronic Circuit Design Laboratory, Helsinki University 

 of Technology, June 2003. 
 

[48]  C. R. Iversen. A UTRA/FDD Receiver Architecture and LNA in CMOS 

 Technology. PhD thesis, RF Integrated Systems and Circuits Group, Aalborg 

 University, November 2001. 
 

[49]  B. Razavi. RF Microelectronics. Prentice-Hall, Upper Saddle River, NJ, 1998. 

 

[50]  S. Pavan and Y. Tsividis. High Frequency Continuous Time Filters In Digital 

 CMOS Processes. Kluwer Academic Publishers, Boston, 2000. 
 

[51]  J. S. Silva-Martinez, M. Steyaert, and W. Sansen. High-Performance CMOS 

 Continuous-Time Filters. Kluwer Academic Publishers, Boston, 1993. 

 

[52]  B. Nauta. Analog CMOS Filters For Very High Frequencies. Kluwer Academic 

 Publishers, Boston, 1993. 
 

[53]  Song Bae Park. Design of IC Filters. IDEC, Seoul, Korea, 1999 

 

[54]  Thandri B. K, S. J. Silva-Martinez, and F. Maloberti. “A feedforward 

 compensation scheme for high gain wideband amplifiers”. In IEEE International 

 Conference on Electronics, Circuits and Systems, pages 1115–1118, Malta, 

 February 2001. 

 

[55]  K. Koli and K. Halonen. CMOS Current Amplifiers. Kluwer Academic Publish 

 ers, Boston, 2002. 
 

[56]  B. K. Thandri and J. Silva-Martinez. “A Robust Feedforward Compensation 

 Scheme for Multistage Operational Transconductance Amplifiers With No Miller 

 Capacitors”. IEEE Journal of Solid-State Circuits, 38(2):237–243, February 2003. 
 

[57]  P. E. Allen and D. R. Holberg. CMOS Analog Circuit Design. Oxford University 

 Press, New York, Second edition, 2002. 
 

[58]  J. K. Pyykonen. “A Low Distortion Wideband Active RC Filter For a Multicar 

 rier Base Station Receiver”. In IEEE International Symposium on Circuits and 

 Systems 2001, pages 1539–1542, Sydney, Australia, May 2001. 
 

 [59]  A. M. Durham, J. B. Hughes, and W. Redman-White. “Circuit Architectures for 

 High Linearity Monolithic Continuous-Time Filtering”. IEEE Transactions on 

 Circuits and Systems II, 39(9):651–657, September 1992 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 6 
 

 

[60]  R. Schaumann and M. E. Valkenburg. Design of Analog Filters. Oxford Univer-

 sity Press, New York, 2001. 
 

[61]  Y. Tsividis. “Integrated Continuous-Time Filter Design-An Overview”. IEEE 

 Journal of Solid-State Circuits, 29(3):166–176, March 1994. 
 

[62]  Y. Papananos, T. Georgantas, and Y. Tsividis. “Design considerations and 

 implementation of very low frequency continuous-time CMOS monolithinc 

 filters”.IEE Proc. Circuits Devices Syst., 144(2):68–74, April 1997. 

 

[63]  Y. Tsividis and Y. Papananos. “Continuous-time filters using buffer with gain 

 lower than unity”. IEE Electronics Letters, 30(8):629–630, April 1994. 

 

[64]  D. A. Johns and K. Martin. Analog Integrated Circuit Design. John Wiley and 

 Sons, New York, 1997. 

 

[65]  J. S. Silva-Martinez, M. Steyaert, and W. Sansen. High-Performance CMOS 

 Continuous-Time Filters. Kluwer Academic Publishers, Boston, 1993. 

 

[66]  E. Sanchez-Sinencio and J. Silva-Martinez, “CMOS transconductance amplifiers, 

 architectures and active filters: a tutorial,” IEE Proceedings - Circuits, Devices 

 and Systems, vol. 147, no. 1, pp. 3-12, Feb. 2000. 

 

[67]  A. J. Lopez-Martin, S. Baswa, J. Ramirez-Angulo, and R. G. Carvajal, “Low 

 voltage super class-AB CMOS OTA cells with very high slew rate and power 

 efficiency,” IEEE Journal of Solid-State Circuits, vol. 40, no. 5, pp. 1068-1077, 

 May 2005. 
 

[68] T. Y. Lo and C. C. Hung, “A 40MHz double differential-pair CMOS OTA with 

 −60dB IM3,” IEEE Trans. Circuits and Systems I: Fundamental Theory and 

 Applications, to be published. 

 

[69]  T. Lo and C. Hung, “A 1-V 50-MHz pseudodifferential OTA with compensation 

 of the mobility reduction,” IEEE Trans. Circuits and Systems II: Express Briefs, 

 vol. 54, no. 12, pp. 1047-1051, Dec. 2007. 

 

[70]  L. H. C. Ferreira, T. C. Pimenta, and R. L. Moreno, “An ultra-low-voltage 

 ultralow-power CMOS Miller OTA with rail-to-rail input/output swing,” IEEE 

 Trans.Circuits and Systems II: Express Briefs, vol. 54, no. 10, pp. 843-847, Oct. 

 2007. 

 

[71]  X. Zhang and E. I. El-Masry, “A novel CMOS OTA based on body-driven 

 MOSFETs and its applications in OTA-C filters,” IEEE Trans. Circuits and 

 Systems I: Regular Papers, vol. 54, no. 6, pp. 1204-1212, Jun. 2007. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 7 
 

[72]  T. Lin, C. Wu, and M. Tsai, “A 0.8-V 0.25-mW current-mirror OTA with 

 160MHz GBW in 0.18-um CMOS,” IEEE Trans. Circuits and Systems II: 

 Express Briefs, vol. 54, no. 2, pp. 131-135, Feb. 2007. 

 

[73]  D. Grasso, G. Palumbo, and S. Pennisi, “Three-stage CMOS OTA for large 

 capacitive loads with efficient frequency compensation scheme,” IEEE 

 Trans.Circuits and Systems II: Express Briefs, vol. 53, no.10, pp. 1044-1048, Oct. 

 2006. 

 

[74]  F. A. P. Baruqui and A. Petraglia, “Linear tunable CMOS OTA with constant 

 dynamic range using source-degenerated current mirrors,” IEEE Trans. Circuits 

 and Systems II: Express Briefs, vol. 53, no. 9, pp. 797-801, Sep. 2006. 

 

[75]  W. Huang and E. Sanchez-Sinencio, “Robust highly linear high-frequency CMOS 

 OTA with IM3 below -70 dB at 26 MHz,” IEEE Trans. Circuits and Systems 

 I:Fundamental Theory and Applications, vol. 53, no. 7, pp. 1433-1447, Jul. 2006. 

 

[76]  A. Lewinski and J. Silva-Martinez, “OTA linearity enhancement technique for 

 high frequency applications with IM3 below -65 dB,” IEEE Trans. Circuits and 

 Systems II: Analog and Digital Signal Processing, vol. 51, no. 10, pp. 542-548, 

 Oct. 2004. 

 

[77]  W. Kuhn, F. Stephenson, and A. E. Riad, “A 200 MHz CMOS Q-enhanced LC 

 bandpass filter,” IEEE Journal of Solid-State Circuits, vol. 31, no. 8, pp. 1112-

 1122, Aug. 1996. 

 

[78]  W.M. Snelgrove and A. Shoval, “A balanced 0.9-m CMOS transconductance-C 

 filter tunable over the VHF range,” IEEE Journal of Solid-State Circuits, vol. 

 27,no. 3, pp. 314-323, Mar. 1992. 

 

[79]  J. N. Burghartz, M. Hargrove, C. S. Webster, R. A. Groves, M. Keene, K. A. 

 Jenkins, et al., “RF potential of a 0.18-m CMOS logic device technology,” 

 IEEE  Trans. Electron Devices, vol. 47, no. 4, pp. 864-870, Apr. 2000. 

 

[80] Taiwan Semiconductor Manufacturing Company (TSMC) Limited (2008). 

 TSMCPlatform Technology Portfolio [Online]. Available: 

 http://www.tsmc.com/english /b_technology/b01_platform/b01_platform.htm. 

 

[81]  International Business Machines Corp. (IBM) (2008). IBM Semiconductor 

 solutions [Online]. Available: http://www-03.ibm.com/technology/ges 

 /semiconductor. 

 

[82]  T. Lo and C. Hung, “A 1-V 50-MHz pseudodifferential OTA with compensation 

 of the mobility reduction,” IEEE Trans. Circuits and Systems II: Express Briefs, 

 vol. 54, no. 12, pp. 1047-1051, Dec. 2007. 
 

http://www.tsmc.com/english
http://www-03.ibm.com/technology/ges


Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 8 
 

[83]  X. Zhang and E. I. El-Masry, “A novel CMOS OTA based on body-driven 

 MOSFETs and its applications in OTA-C filters,” IEEE Trans. Circuits and 

 Systems I: Regular Papers, vol. 54, no. 6, pp. 1204-1212, Jun. 2007. 
 

[84]  T. H. Lee, The Design of CMOS Radio-Frequency Integrated Circuits. Cambridge, 

 U.K.: Cambridge University Press, 1998. 
 

[88]  D. L. Hiser and R. L. Geiger, “Impact of OTA nonlinearities on the performance 

 of continuous-time OTA-C bandpass filters,” in IEEE International Symposium 

 on Circuits and Systems, May 1990, vol. 2, pp. 1167-1170. 

 

[86]  A. Lewinski and J. Silva-Martinez, “OTA linearity enhancement technique for 

 high frequency applications with IM3 below -65 dB,” IEEE Trans. Circuits and 

 Systems II: Express Briefs, vol. 51, no. 10, pp. 542-548, Oct. 2004. 
 

[87]  E. Sanchez-Sinencio and A. G. Andreou, Low-voltage/Low-power Integrated 

 Circuit and Systems. New York: IEEE Press, 1999. 

 

[88]  G. Han and E. Sanchez-Sinencio, “CMOS transconductance multipliers: a 

 tutorial”,IEEE Trans. Circuits and Systems II: Analog and Digital Signal 

 Processing, vol. 45, no. 12, pp. 1550-1563, Dec.1998. 

 

[89]  Z. Wang and W. Guggenbuhl, “A voltage-controllable linear MOS transconductor 

 using bias offset technique,” IEEE Journal of Solid-State Circuits, vol. 25, no. 1, 

 pp. 315-317, Feb. 1990. 

 

[90]  S. Baswa, A. J. Lopez-Martin, J. Ramirez-Angulo, and R. G. Carvajal, “Low 

 voltage micropower super class AB CMOS OTA, “ Electronics Letters, vol. 40, 

 no.4, pp. 216-217, Feb. 2004. 

 

[91]  V. Peluso, P. Vancorenland, M. Steyaert, and W. Sansen, “900mV differential 

 class AB OTA for switched OPAMP applications, “Electronics Letters, vol. 33, 

 no.17, pp. 1455-1456, Aug. 1997. 

 

[92]  S. Baswa, A. J. Lopez-Martin, R. G. Carvajal, and J. Ramirez-Angulo, “Low  

 voltage power-efficient adaptive biasing for CMOS amplifiers and buffers,” 

 Electronics Letters, vol. 40, no. 4, pp. 217-219, Feb. 2004. 

 

[93]  J. Ramirez-Angulo, R. G. Carvajal, J. Tombs, A. Torralba and C. Nieva, “A new 

 class AB differential input stage for implementation of low voltage high slew rate 

 op-amps and linear transconductors,” in International Symposium on Circuits and 

 Systems, May 2001, vol. 1, pp. 671-674. 

 

[94]  C. Toumazou, G. Moschytz, and B. Gilbert, Trade-Offs in Analog 

 Circuit Design, Kluwer, Dordrecht, The Netherlands, 2002. 
 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 9 
 

[95]  E. Hennig, R. Sommer, and L. Charlack, “An Automated Approach for Sizing 

 Complex Analog Circuits in a Simulation-Based Flow,” Proc. Design, 

 Automation Test Europe, Paris, France, Mar. 4-8, 2002. 

 

[96]  A. H. Shah, S. Dugalleix, and F. Lemery, “Technology Migration of a High 

 Performance CMOS Amplifier Using an Automated Front-to-Back Analog 

 Design Flow,” Proc. Design, Automation Test Europe, Paris, France, Mar. 4-8, 

 2002. 

 

[97]  E. A. Vittoz, “Low-power low-voltage limitations and prospects in analog 

 design,” in Proc. Workshop Advances in Analog Circuit Design, Eindhoven, Mar. 

 1994. 

 

[98]   J. Lemnios and K. J. Gabriel, “Low-power electronics,” IEEE Design and Test of 

 Computers, vol. 11, no. 4, pp. 8-13, Winter 1994. 

 

[99]  E. A. Vittoz and J. Fellrath, “CMOS analog integrated circuits based on weak 

 inversion operation,” IEEE J. Solid-State Circuits, vol. SC-12, no. 3, pp. 224-231, 

 June 1977. 

 

[100]  P. R. Gray and R. G. Meyer, “MOS operational amplifier design-A tutorial 

 overview,” IEEE J. Solid-state Circuits, vol. SC-17, no. 6, pp. 657-665, Dec. 

 1982. 

 

[101]  K. R. Laker and W. M. C. Sansen, Design ofAnalog Integrated Circuits and 

 Systems. 

 

[102]  E. A. Vittoz, “Micropower techniques,” in Design of VLSZ Circuits for  

 Telecommunications and Signal Processing, J. E. Franca and Y. P. Tsividis, Eds. 

 Englewood Cliffs, NJ: Prentice-Hall, 1993 

 

[103]  F. Silveira, D. Flandre, and P. G. Jespers, “A gm/Id based methodology for the 

 design of CMOS analog circuits and its application to the synthesis of a silicon-

 on-insulator micropower OTA,” IEEE J. Solid-State Circuits, vol. 31, pp. 1314–

 1319, September 1996. 

 

[104]  Mitra, S.K. and Hurth, C.F., Eds., Miniatured and Integrated Filters, JohnWiley & 

 Sons, New York, 1989. 

 

[105]  Laker, K.R. and Sansen,W., Design of Analog Integrated Circuits and Systems, 

 McGraw-Hill, New York, 1994. 

 

[106]  Johns, D.A. and Martin, K., Analog Integrated Circuit Design, JohnWiley & Sons, 

 New York, 1997. 

[107]  Toumazou, C., Lidgey, F.J., and Haigh, D.G., Eds., Analogue IC Design: the 

 Current-Mode Approach, Peter Peregrinus, London, 1990. 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 10 
 

 

[108]  Tsividis,Y.P. andVoorman, J.O., Eds., Integrated Continuous-Time Filters: 

 Principles, Design and Applications, IEEE Press, 1993. 

 

[109]  Schaumann, R., Ghausi, M.S., and Laker, K.R., Design of Analog Filters: Passive, 

 Active RC and Switched Capacitor, Prentice-Hall, NJ, 1990. 

 

[110]  Schaumann, R., Continuous-Time Integrated Filters, in The Circuits and Filters 

 Handbook,Chen, W.K., Ed., CRC Press, Boca Raton, FL, 1995. 

 

[111]  Huelsman, L., Active and Passive Analog Filter Design, McGraw-Hill, New York, 

 1993. 
 

[112]  Wheatley, C.F. and Wittlinger, H.A., OTA obsoletes op. amp., Proc. Nat. Electron. 

 Conf., 152–157, 1969. 

 

[113]  Franco, S., Use transconductance amplifiers to make programmable active filters, 

 Electronic Design, 98–101, Sep. 1976. [11] Malvar, H.S., Electronically tunable 

 active filters with operational transconductance amplifiers, IEEE Trans. Circuits 

 Syst., 29(5), 333–336, 1982. 

 

[114]  Bialko, M. and Newcomb, R.W., Generation of all finite linear circuits using the 

 integrated DVCCS, IEEE Trans. Circuit Theory, 18, 733–736, 1971. [13] Urba´s, 

 A. and Osiowski, J., High-frequency realization of C-OTA second order active 

 filters, Proc. IEEE Intl. Symp. Circuits Syst., 1106–1109, 1982. 

 

[115]  Malvar, H.S., Electronically controlled active-C filters and equalizers with 

 operational transconductance amplifiers, IEEE Trans. Circuits Syst., 31(7), 645–

 649, 1984. 

 

[116]  Geiger, R.L. and Sánchez-Sinencio, E., Active filter design using operational 

 transconductance amplifiers: a tutorial, IEEE Circuits and Devices Magazine, 20–

 32, Mar. 1985. 

 

[117]  Sánchez-Sinencio, E., Geiger, R.L., and Nevarez-Lozano, H., Generation of 

 continuous-time two integrator loop OTA filter structures, IEEE Trans. Circuits 

 Syst., 35(8), 936–946, 1988. 

 

[118]  Ananda Mohan, P.V., Generation of OTA-C filter structures from active RC filter 

 structures, IEEE Trans. Circuits Syst., 37, 656–660, 1990. 

 

[119]  Acar, C., Anday, F., and Kuntman, H., On the realization of OTA-C filters, Intl. J. 

 Circuit Theory Applications, 21(4), 331–341, 1993. 

[120]  Sun, Y. and Fidler, J.K., Novel OTA-C realizations of biquadratic transfer 

 functions, Intl. J.Electronics, 75, 333–348, 1993. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 11 
 

[121]  Sun, Y. and Fidler, J.K., Resonator-based universal OTA-grounded capacitor 

 filters, Intl. J.Circuit Theory Applications, 23, 261–265, 1995. 

 

[122]  Tan, M.A. and Schaumann, R., Design of a general biquadratic filter section with 

 only transconductance and grounded capacitors, IEEE Trans. Circuits Syst., 35(4), 

 478–480, 1988. 

 

[123]  Nawrocki, R. and Klein, U., New OTA-capacitor realization of a universal 

 biquad, Electron. Lett., 22(1), 50–51, 1986. 

 

[124]  Al-Hashimi, B.M. and Fidler, J.K., Novel high-frequency continuous-time low-

 pass OTA based filters, Proc. IEEE Intl. Symp. Circuits Syst., 1171–1172, 1990. 

 

[125]  Al-Hashimi, B.M., Fidler, J.K., and Garner, P., High frequency active filters using 

 OTAs, Proc.IEE Colloquium on Electronic Filters, 3/1–3/5, London, 1989. 

 

[126]  Deliyannis, T., Active RC filters using an operational transconductance amplifier 

 and an operational amplifier, Intl. J. Circuit Theory Applications, 8, 39–54, 1980. 

 

[127]  Sun, Y., Jefferies, B., and Teng, J., Universal third-order OTA-C filters, Intl. J. 

 Electronics, 80,1998. 

 

[128] Nawrocki, R., Building set for tunable component simulation filters with 

 operational transconductance amplifiers, Proc. Midwest Symp. Circuits and 

 Systems, 227–230, 1987. 

 

[129]  Tan, M.A. and Schaumann, R., Simulating general-parameter filters for 

 monolithic realization with only transconductance elements and grounded 

 capacitors, IEEE Trans. Circuits Syst.,36(2), 299–307, 1989. 

 

[130]  de Queiroz, A.C.M., Caloba, L.P., and Sánchez-Sinencio, E., Signal flow graph 

 OTA-C integrated filters, Proc. IEEE Intl. Symp. Circuits Syst., 2165–2168, 1988. 

 

[131]  Nawrocki, R., Electronically tunable all-pole low-pass leapfrog ladder filter with 

 operational transconductance amplifier, Intl. J. Electronics, 62(5), 667–672, 1987. 

 

[132]  Sun, Y. and Fidler, J.K., Synthesis and performance analysis of a universal 

 minimum component integrator-based IFLFOTA-grounded capacitor filter, IEE 

 Proceedings: Circuits, Devices and Systems, 143, 107–114, 1996. 

[133]  Sun, Y. and Fidler, J.K., Structure generation and design of multiple loop 

 feedback OTAgrounded capacitor filters, IEEE Trans. on Circuits and Systems, 

 Part-I: Fundamental Theory and Applications, 44(1), 1–11, 1997. 

[134]  Nawrocki, R., Electronically controlled OTA-C filter with follow-the-leader-

 feedback structures, Intl. J. Circuit Theory Applications, 16, 93–96, 1988. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 12 
 

[135]  Nevarez-Lozano, H., Hill, J.A., and Sánchez-Sinencio, E., Frequency limitations 

 of continuous-time OTA-C filters, Proc. IEEE Intl. Symp. Circuits Syst., 2169–

 2172, 1988.  

 

[136]  Sun, Y. and Fidler, J.K., Performance analysis of multiple loop feedback OTA-C 

 filters, Proc.IEE 14th Saraga Colloquium on Digital and Analogue Filters and 

 Filtering Systems, 9/1–9/7, London, 1994. 

 

[137]  Ramírez-Angulo, J. and Sánchez-Sinencio, E., Comparison of biquadratic OTA-C 

 filters from the tuning point of view, Proc. IEEE Midwest Symp. Circuits Syst., 

 510–514, 1988. 

 

[138]  Park, C.S. and Schaumann, R., Design of a 4-MHz analog integrated CMOS 

 transconductance-C bandpass filter, IEEE J. Solid-State Circuits, 23(4), 987–996, 

 1988. 

 

[139]  Silva-Martinez, J., Steyaert, M.S.J., and Sansen, W., A 10.7-MHz 68-dB SNR 

 CMOS continuous-time filter with on-chip automatic tuning, IEEE J. Solid-State 

 Circuits, 27, 1843–1853, 1992. 

 

[140]  Loh, K.H., Hiser, D.L., Adams, W.J., and Geiger, R.L., A versatile digitally 

 controlled continuous-time filter structure with wide range and fine resolution 

 capability, IEEE Trans.Circuits Syst., 39, 265–276, 1992. 

 

[141]  Nedungadi, A.P. and Geiger, R.L., High-frequency voltage-controlled continuous-

 time lowpass filter using linearized CMOS integrators, Electron. Lett., 22, 729–

 731, 1986. 

 

[142]  Gopinathan, V., Tsividis, Y.P., Tan, K.S., and Hester, R.K., Design 

 considerations for high frequency continuous-time filters and implementation of 

 an antialiasing filter for digital video, IEEE J. Solid-State Circuits, 25(6), 1368–

 1378, 1990. 

 

[143]  Wang, Y.T. and Abidi, A.A., CMOS active filter design at very high frequencies, 

 IEEE J.Solid-State Circuits, 25(6), 1562–1574, 1990. 

 

[144]  Sun, Y. and Fidler, J.K., Structure generation of current-mode two integrator loop 

 dual output-OTA grounded capacitor filters, IEEE Trans. on Circuits and Systems, 

 Part II: Analog and Digital Signal Proc., 43(4), 1996. 

 

[145]  Fidler, J.K., Mack, R.J., and Noakes, P.D., Active filters incorporating the 

 voltage-to-current transactor, Microelectronics J., 8, 19–22, 1977. 

 

[146]  Al-Hashimi, B.M. and Fidler, J.K., A novel VCT-based active filter configuration, 

 Proc. 6
th

 Intl. Symp. Networks, Systems and Signal Proc., Yugoslavia, Jun. 1989. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 13 
 

[147]  F.C. Nunes and J.E. Franca, “Continuous-time leapfrog filter with precise 

 successive approximation tuning”, Proc. Int. Symp. Circuits Syst. (ISCAS), 

 Chicago, IL, vol. 2, pp. 1271-1273, May 1993. 

 

[148]  K.R. Laker, R. Schaumann and M.S. Ghausi, “Multiple-loop feedback topologies 

 for the design of low-sensitivity active filters,” IEEE Trans. Circuits & Systems, 

 vol. 26, pp. 1-21, Jan. 1979. 

 

[149] W.V. Subbarao, “Programmable bi-quad active filters for bio signal 

 processing”,Proc. of the Annual International Conference on Engineering in 

 Medicine and Biology Society”, vol. 3, pp. 1100-1101, Nov. 1988. 

 

[150]  C. Acar and M.S. Ghausi “Design of high-order active filters in integrated 

 circuits,” IEEE J. Solid-State Circuits, vol. 13, no. 2, pp. 273-276, April 1978. 

 

[151]  K. Martin and A.S. Sedra, “Design of signal-flow graph (SFG) active 

 filters,”IEEE Trans. Circuit & Sytems, vol. 25, pp. 185-195, April 1978 
 

 

[152]  M. Gambhir, V. Dhanasekaran, J. Silva-Martinez, and E. Sancchez-Sinencio,  

 Low-power architecture and circuit techniques for high-boost wide-band Gm-C 

 filters,” IEEE Trans. Circ. Syst.-I, Vol. 54, No. 3, pp. 458-468, March 2007. 

 

[153]  M. Chen, J. Silva-Martinez, S. Rokhsaz, and M. Robinson, “ A 2Vpp 80-200 

 MHz fourth-order continuous-time linear phase filter with automatic frequency 

 tuning,” IEEE J. Solid-State Circuits, Vol.38, No.10, pp. 1745-1749, Oct 2003 

 

[154]  X. Zhu, Y. Sun, and J. Moritz, “ A 0.18m CMOS 300MHz Current Mode LF 

 Seventhorder Linear Phase Filter for Hard Disk Read Channels,” Proc.IEEE 

 ISCAS, New Orleans, May 2007. 

 

[155]  X. Zhu, Y. Sun, and J. Moritz, “A CMOS Fifth-Order 400MHz Current-Mode 

 LF Linear Phase Filter for Hard Disk Read Channels,” Proc. IEEE 

 ECCTD,Seville, August 2007. 

 

[156]  X. Zhu, Y. Sun, and J. Moritz, “A CMOS 650 MHz Seventh-order Current-Mode 

 0.05° Equiripple Linear Phase Filter,” Proc. IEEE MWSCAS, Montreal, August 

 2007. 

 

[157]  X. Zhu, Y. Sun, and J. Moritz, “A 0.18μm CMOS 9mW Current Mode FLF linear 

 phase filter with gain boost” Proc. IEEE MWSCAS, Montreal, August 2007. 

 

[158]  J. Rogin, I. Kouchev, and Q. Huang, “A 1.5 V 45 mW direct conversion 

 WCDMA receiver IC in 0.13 um CMOS,” in Proc. IEEE ISSCC, Feb. 2003. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 14 
 

[159]  M. Hassan, Y. Sun, and Y. Zhu, “Second-order Gm-C filters using a single OTA,” 

 Proc. IEEE ECCTD, August, 2005. 

 

[160]  B. Guthrie, T. Sayers, A. Spencer, and J. Hughes, “A CMOS gyrator low-IF Filter 

 for a dual-mode Bluetooth/ZigBee receiver,” IEEE J. Solid-State Circuits, Vol. 40, 

 pp. 1872–1879, Sep. 2005. 

 

[161]  C-H. Heng, M. Gupta, S-H. Lee, D. Kang, and B-S. Song, “A CMOS TV 

 Tuner/Demodulator IC with Digital Image Rejection,” IEEE J. Solid-State 

 Circuits, Vol. 40, pp. 2536–46, Dec. 2005. 

 

[162]  G. Faria, J. A. Heniksson, E. Stare, P. Talmola, “DVB-H: Digital Broadcast 

 Services to Handheld Devices,” Proc. IEEE, Vol. 94, No. 1, pp. 198–209, Jan. 

 2006. 

 

[163]  A. J. Lewinski, and J. Silva-Martinez, “A 30MHz fifth-order elliptic low-pass 

 CMOS filter with 65-dB spurious-free dynamic range,” IEEE Trans. Circ. Syst. I: 

 regular paper, Vol. 54, No. 3, March 2007. 

 

[164]  V. Saari, etc., “A 1.2V 240MHz CMOS continuous-time low-pass filter for a 

 UWB radio receiver,” ISSCC Digest of Technical Papers, pp. 589–591, Feb. 2007. 

 

[165]  P. Sirinamaratana and N. Wongkomet: “A 0.7-m CMOS anti-aliasing filter for 

 non-oversampled video signal applications”, Proc IEEE ISCAS, Thailand, May 

 2003. 

 

[166]  J. Ryynanen, K. Kivekas, J. Jussila, A. Parssinen, and K. Halonen, “A single-chip 

 multimode receiver for GSM900, DCS1800, PCS1900, and WCDMA,” IEEE J. 

 Solid-State Circuits, Vol. 38, pp. 594–602, Apr. 2003. 

 

[167]  S. D’amico, V. giannini and A. Baschirotto, “A Low-Power Reconfigurable 

 Analogue Filter for UMTS/WLAN Receivers,” Analogue Integrated Circuit and 

 Signal Proc., Vol. 46, pp. 65-72, 2006. 

 

[168]  Y. Sun and C. Hill, “Low-power fully differential CMOS filter for video 

 frequencies,” IEEE Trans. Circuits and Systems –II, Vol. 48, No.12, pp.1144-

 1148, 2001. 

 

[169]  S. D’Amico, V. Giannini, and A. Baschirotto, “A 1.2 V –21 dBm OIP3 4
th

 Order 

 Active-gm-RC reconfigurable (UMTS/WLAN) Filter with On-chip Tuning with 

 an automatic tool,” Proc. IEEE ESSCIRC 2005, pp. 315–318, Sep.2005. 

 

[170]  T. Deliyannis, Y. Sun, and J. K. Fidler: Continuous-time active filter design, CRC 

 press, Florida, USA, 1999. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 15 
 

[171]  Y. Sun, Ed.: Design of high frequency integrated analogue filters, IEE, London, 

 UK, 2002. 

 

[172]  Y. Sun, Ed.: Wireless communication circuits and systems, IEE, London, UK, 

 2004. 

 

[173]  Y. Sun, Guest Editor: Special issue on high-frequency integrated analogue filters, 

 IEE Proc. Circuits Devices Syst., Vol. 147, No. 1, February 2000. 

 

[174]  G. A. De Veirman and R. G. Yamasaki: “Design of a Bipolar 10-MHz 

 programmable continuous-time 0.05° equiripple linear phase filter”, IEEE J. 

 Solid-State Circuits, Vol. 27, No. 3, pp. 324-331, March 1992. 

 

[175]  N. Rao, V. Balan, and R. Contreras: “A 3V 10-100MHz continuous-time seventh-

 order 0.05equiripple linear-phase filter”, IEEE J. Solid-State Circuits, Vol. 34, 

 No. 11, pp. 1676-1682, Nov. 1999. 

 

 

 [176]  C. A. Laber and P. R. Gray: “A 20-MHz sixth-order BiCMOS parasitic-

 insensitive continuous-time filter and second-order equalizer optimized for disk-

 drive read channels” , IEEE J. Solid-State Circuits, Vol. 28, No. 4, pp. 462-470, 

 April 1993. 

 

[177]  R. A. Philpott, R. A. Kertis, R. A. Richetta, T. J. Schmerbeck and D. J. 

 Schulte,“A 7 Mbyte/s (65 MHz), mixed-signal, magnetic recording channel DSP 

 using partial response signaling with maximum likelihood detection,” IEEE J. 

 Solid-State Circuits, Vol. 29, No. 3, pp. 177 –184, Mar 1994. 

 

[178]  F. Rezzi, A. Baschirotto, and R. Castello, “A 3V 12-55 MHz BiCMOS pseudo-

 differential continuous-time filter,” IEEE Trans. Circ. Syst.-I, Vol.42, No. 11, pp. 

 896-903, November 1995. 

 

[179]  W. Abbott, D. Choi, W. Giolma, V. Gopinathan, K. Johnson, W. Krenik, O. Lee, 

 G. Mayfield, V. Pawar, R. Pierson, I. Ranmuthu, B. Sheahan, F. Trafton and 

 S.Venkatraman, “An analog front-end signal processor for a 64 Mb/s PRML hard-

 disk drive channel,” Digest of Technical Papers, In 41st ISSCC., IEEE 

 International Solid-State Circuits Conference, 16-18 Feb 1994, pp. 282 –283. 

 

[180]  F. Rezzi, I. Bietti, M. Cazzaniga, and R. Castello, “A 70-mW seventh-order filter 

 with 7-50 MHz cutoff frequency and programmable boost and group delay 

 equalization,” IEEE J. Solid-State Circuits, Vol. 32, No. 12, pp.1987-1999, Dec. 

 1997. 

 

[181]  K.W.H. Ng, V.S.L. Cheung, and H. Luong, “A 3-V 44-MHz switched-capacitor 

 bandpass filter for digital video application,” in Proc. of the IEEE International 

 Symposium on Circuits and Systems, Arizona, May 2002, pp. IV.627-IV.630. 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 16 
 

 

[182]  S. Kiriaki, T. Lakshmi Viswanathan, G. Feygin, B. Staszewski, R. Person, B. 

 Krenik, M. de Wit, and K. Nagaraj, “A 160-MHz analog equalizer for magnetic 

 disk read channels,” IEEE J. Solid-State Circuits, vol. 32, no. 11, pp. 1839-1850, 

 November 1997. 

  

[183]  K. Yido, H. Hyungki, C. Yongsik, L. Jeongwoo, P. Joonbae, L. Kyeongho Lee, J. 

 Deog-Kyoon, and K. Wonchan, “A fully integrated CMOS frequency synthesizer 

 with charge-averaging charge pump and dual-path loop filter for PCS- and 

 cellular-CDMA wireless systems,” IEEE J. Solid-State Circuits, vol. 37, no. 5, pp. 

 536-542, May 2002. 

 

[184]  G. Chunbing, L. Chi-Wa; C. Yu-Wing, I. Hsu, T. Kan, D. Leung, A. Chan, and 

 H.C. Luong, “A fully integrated 900-MHz CMOS wireless receiver with on-chip  

 RF and IF filters and 79-dB image rejection,” IEEE J. Solid-State Circuits, vol. 37, 

 no. 8, pp. 1084-1089, August 2002. 

 

[185]  Farzan Rezaeia, , Seyed Javad Azhari , “Ultra low voltage, high performance 

 operational transconductance amplifier and its application in a tunable Gm-C 

 filter” Microelectronics Journal, Vol  42 Issue , Pages 827-836, June 2011 

 

[186]  Armin Tajalli, Yusuf Leblebici, “Low power widely Tunable Linearized 

 Biaquadratic Low pass Transconductor –C filter” IEEE Transaction on circuit and 

 system, vol 58, No 3, March 2011. 

 

[187]  Gao Zhiquing, Xu Honglin, Piao Zhenzhen, “ The design of Multi-band 

 Reconfigurable CMOS Gm-C filter” CJMW 2011 Proceedings 

 

[188] Tien-Yu Lo, Chung-Chih Hung, “A 1 GHz Equiripple Low pass Filter with a 

 High Speed Automatic Tuning Scheme” IEEE Transactions on VLSI Systems, 

 Vol 19, No 2 , February 2011. 

 

[189]  Lijun Yang; Zheng Gong; Heping Ma; Yin Shi; Zhiming Chen; “ A low supply 

 Voltage High linearity Baseband Gm-C filter” Solid-State and Integrated Circuit 

 Technology (ICSICT), 2010 10th IEEE International Conference on ISBN:978-1-

 4244-5797 ,2010. 

 

[190]   Mohammad Mehdi Farhad, Sattar Mizakuchaki, “A second order Gm-C 

 Continuous Time Filter in Mobile Radio Receiver Architecture “ IEEE 

 International Conference on Technoloty 2010 

 

[191]  Gao Zhiqiang Lin Zhiheng Hou Zhenwww.lw20.comgxiong Zhang Yonglai 

 Zhao Xinyuan “ A UHF CMOS Gm-C Babdpass fitler and Automatic Tuning 

 Schemd”Laser Physics and Laser Technologies 2010 Academic Symposium on 

 Optoelectronics Techno 2010 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 17 
 

 

[192]  Saumen Mondal, Kumar Vaibhav Srivastava and Animesh Biswas "A 600MHz, 

 6th Order, Highly Linear Gm-C Bandpass Filter Design" has been accepted for 

 publication in IEEE Asia Pacific Conference on Circuits and Systems (APCCS 

 2010), 6 - 9 December 2010, Hilton Kuala Lumpur and Le Meridien Kuala 

 Lumpur, Malaysia 

 

[193]  M Santhana Lakshmi P T Vanathi “A low Power Gm- C low pass filter for mobile 

 Application” Journal of Scientific and Industrial Research, Vol 69, pp. 750-755, 

 Octomber 2010 

 

[194]  Weinan Li, Yumei Haung and Zhiliang Hong “A 70 -280 MHz Frequency and Q 

 tunable 53dB SFDR Gm- C filter for Ultra Wideband, IEEE Asian Solid State 

 Circuit Conference –China November 2010. 

 

[195] Bogdam Pankiewiciz, Mariusz Madej “ Design of high Frequency OTA in 130nm 

 CMOS Technology with Single 1.2V Power Supply, 2nd International 

 Conference on Information Technology, ICIT June-2010. 

 

[196]  Luis Nathan Perez-Acosta, Jose Ernsto Rayas Sanchez, “Design of a CMOS 

 second order band-pass continuous time filter using numerical optimization” 52nd 

 IEEE International Midwest Symposium on Circuits and Systems  IEEE 

 Computer Sociciety 2009. 

 

[197] Chan Wai Po F., De Foucauld E., Dal Molin R., Pons P., Pierquin R. “A Power 

 Optimized Transconductance Amplifier and its Application to a 6th Order 

 Lowpass Gm-C Filter , IEEE 2009 

 

[198] Tien-Yu Lo, Chung chih Hung “ Multimode Gm-C chnnel selest Filter for mobile 

 application in 1V  Supply Voltage, IEEE Transaction on circuit and systems, 

 vol55 , No 4 2008 

 

[199]  Jian-Qin Zhang, Kai-Hang Li, Ri-Yan Wang “A low voltage High Frequency 

 Programmable Gm-C Bandpass Filter, IEEE 2009.  

 

[200]  Tien-Yu Lo, Chung-Chih Hung, Mohammed Ismail “ A wide Tunning Range 

 Gm-C Filter for Multi Mode CMOS Direct Conversion Wireless Receiver, IEEE 

 Jornal of Solid State Circuits, Vol-44, No:09, September 2009 

 

 

[201]  S. Hori, T. Maeda, H. Yano, N. Matsuno, K. Numata, N. Yoshida, Y. Takahashi,T. 

 Yamase, R. Walkington, and H. Hida, “A widely tunable CMOS Gm-C filter with 

 a negative source degeneration resistor,” Proc. IEEE ESSCIRC 2003, pp.449-452, 

 Sep. 2003. 
 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 18 
 

[202]  G. Bollati, S. Marchese, M. Demicheli, and R. Castello, “An eighth-order CMOS 

 low-pass filter with 30-120 MHz tuning range and programmable boost,” IEEE 

 Journal of Solid-State Circuit, Vol.36, No 7, July 2001. 
 

[203]  S. Hori, T. Maeda, N. Matsuno, and H. Hida, “Low-power widely tunable Gm-C 

 filter with an adaptive DC-blocking, triode-biased MOSFET transconductor,” 

 Proc. IEEE ESSCIRC 2004, pp. 99–102, Sep. 2004. 
 

 [204]  D. Chamla, A. Kaiser, A. Cathelin, and D. Belot, “A Gm-C low-pass filter for 

 zero-IF mobile applications with a very wide tuning range,” IEEE J. Solid-State 

 Circuits, Vol. 40, no. 7, pp. 1443–1450, July 2005. 

 

[205]  A.A. Emira, A. Valdes-Garcia, B. Xia, A.N. Mohiedin, A. Valero-Lopez, S.T. 

 Moon, C. Xin, and E. Sanchez-Sinencio, “A Dual-Mode 802.11b/Bluetooth 

 Receiver in 0.25 μm BiCMOS,” ISSCC Digest of Technical Papers, pp.270–271, 

 Feb. 2004. 
 

[206]  P. Pandey, J. S. Martinez, and X. Liu, “A CMOS 140mW fourth-order 

 continuous-time low-pass filter stabilized with a class AB common-mode 

 feedback operating at 550 MHz,” IEEE J. Solid-State Circuits, Vol. 53, No. 4, pp. 

 811-820, April, 2006 
 

[207]  S. Pavan and Y. Tsividis, and K. Nagaraj, “A 60–350 MHz programmable 

 analogue filter in a digital CMOS process,” Proc. IEEE ESSCIRC 1999, pp. 46-49, 

 Sep. 1999. 
 

 

[208]  H. Khorramabadi, M. Tarsia, and N. Woo, “Baseband filters for IS-95 CDMA 

 receiver applications featuring digital automatic frequency tuning,” in Proc.IEEE 

 ISSCC Conf., pp. 172–173, San Francisco, CA, Feb. 1996. 
 

[209]  S. Lindfors, J. Jussila, K. Halonen, L. Siren, “A 3V continuous-time filter with on 

 chip tuning for IS-95, ” IEEE J. Solid-State Circuits, Vol. 34, No. 8, pp.1150-

 1154, August, 1999. 

 

[210]  J. Rogin, I. Kouchev, and Q. Huang, “A 1.5 V 45 mW direct conversion 

 WCDMA receiver IC in 0.13 um CMOS,” in Proc. IEEE ISSCC, Feb. 2003.[98] 

 M. Hassan, Y. Sun, and Y. Zhu, “Second-order Gm-C filters using a single 

 OTA,” Proc. IEEE ECCTD, August, 2005. 
 

[211]  J. Silva-Martínez, M.S.J. Steyaert, and W. Sansen, “A 10.7MHz 68dB CMOS 

 continuous-time filter with on-chip automatic tuning,” IEEE J. Solid-State 

 Circuits,vol. 27, no. 12, pp. 1843-1853, December 1992. 

 

[212]  A. Cathelin, L. Fabre, L. Baud, and D. Belot, “A multiple-shape channel selection 

 filter for multimode zero-IF receiver  using capacitor over active device 

 implementation,” in Proc. ESSCIRC, 2002, pp. 651–654. 

 



Design and Implementation of CMOS Gm-C IF Filter using Switching Capacitor Array 
for Dual Band Receiver Page 19 
 

[213]  S. Hori, T. Maeda, H. Yano, N. Matsuno, K. Numata, N. Yoshida, Y.Takahashi, T. 

 Yamase, R. Walkington, and H. Hida, “A widely tunable CMOS Gm –C  filter 

 with a negative source degeneration resistor transconductor,” in Proc. ESSCIRC, 

 2003, pp. 449–452. 

 

[214]  S. Hori, T. Maeda, N. Matsuno, and H. Hida, “Low-power widely tunable Gm –C 

 filter with an adaptive Dc-blocking,  triode-biased MOSFET transconductor,” in 

 Proc. ESSCIRC, 2004, pp. 99–102. 

 

[215]  D. Chamla, A. Kaiser, A. Cathelin, and D. Belot, “A G –C low-pass filter for 

 zero-IF mobile applications with a very wide  tuning range,” IEEE J. Solid-

 State Circuits, vol. 40, no. 7, pp. 1143–1450, Jul. 2005. 

 

[216]  V. Giannini, J. Craninckx, S. D’Amico, and A. Baschirotto, “Flexible baseband 

 analog circuits for software-defined radio  front-ends,” IEEE J. Solid-State 

 Circuits, vol. 42, no. 7, pp. 1501–1512, Jul. 2007. 

 

 


	1_Title.pdf
	02_certificate_1.pdf
	03_declaration_1.pdf
	04_Abstract.pdf
	05_Acknowledgement.pdf
	06_Content.pdf
	07_List of Figure.pdf
	08_List of Table.pdf
	09_abbreviations.pdf
	10_Chapter 1.pdf
	11_Chapter 2.pdf
	12_Chapter 3.pdf
	13_Chapter 4.pdf
	14_Conclusion.pdf
	15_Summary.pdf
	16_Bibilography.pdf

