
Abstract— Gujarati is one of the ancient Indian languages spoken
widely by the people of Gujarat state. This paper is concerned
with the recognition of handwritten Gujarati numerals. For
recognition of Gujarati numerals zoning based Feature extraction
method is used. Numeral image is divided in 16x16, 8x8, 4x4 and
2x2 Zones. After feature extraction through the zoning method,
Naive Bayes classifier and multilayer feed forward neural
network classifier are implemented for the classification of
numerals. For the database generation, 14,000 samples of each
numeral are used. The overall recognition rate of this method
used for recognition of Gujarati numeral using 16x16, 8x8, 4x4
and 2x2 zoning with neural network are 93.03%, 95.92%, 91.89%
and 61.78% and with Naive Bayes classifier are 75%, 85.60%,
81% and 53.75% respectively.

Index Terms— Gujarati script, Neural networks, Naive Bayes
classifier, Zone based feature extraction.

I. INTRODUCTION
Handwritten numeral Recognition becomes a prime area of

research because of its potential that can be used in various
applications. Researchers have explored many Indian
languages such as Hindi, Marathi, Telugu, Bangla, Gurumukhi,
Tamil and Kannada etc., but Gujarati is yet to be researched,
explored and recognized to be on part with the other Languages.
This paper throws light on the Gujarati numeral recognition.
Gujarati script is part of the Brahmic family and it is similar to
Devanagari scripts as most of the words are derived from
Sanskrit. There is no header line at the top of the letters or
words in Gujarati script. Gujarati is the mother tongue of the
people of Gujarat state, one of the most spoken native
languages and nearly 65 million people converse in Gujarati.
Gujarati numerals have various shapes and many numerals
have close resemblance which creates confusion and have
possibilities of incorrect recognition. This paper talks about
Optical character recognition for handwritten Gujarati
numerals. Optical character recognition, usually abbreviated as
OCR,it translates typewritten, scanned copy of images or
documents into machine encoded text. This translated machine
encoded text can be easily searched, edited and processed in
numbers of ways as per our requirement. Handwritten
document recognition is a very challenging area for research
and many researchers are putting in efforts to convert
handwritten scripts to computer readable format. Handwritten
numeral recognition is tedious because handwritten numerals
may vary from person to person depending on their writing
style, curve, thickness and the size of the numerals. Whereas

printed numerals on the other hand, are simpler to identify
because of their uniformity.

Numeral recognition can be done in two ways: Offline
recognition and online recognition. This paper emphasizes on
offline numeral recognition. Application of handwritten
numeral recognition includes helping sort out or categorizes
postal mails, bank cheque, code reading, postal address reading,
form processing, signature verification, etc. Optical character
recognition helps to reduce human efforts of manually handling
and processing of documents.

II. REVIEW OF RELATED WORK

In comparison to other foreign languages like Chinese,
English, and Japanese etc., not much work has been carried out
in the area of Gujarati numeral recognition. It is found that
Indian languages in comparison with Bangla, Hindi, Marathi
and few south Indian languages, the OCR activities related to
Gujarati language is very less. Shailesh A. Chaudhari and Ravi
M. Gulati have worked on Separation and identification of
mixed English – Gujarati printed numerals. Statistical approach
is used as feature extraction with KNN classifier. An overall
accuracy of 99.23% is obtained with the same and an accuracy
of 99.26% for Gujarati and 99.20% for English
numerals is obtained using KNN classifier
[25]. Baheti M.J and Kale K.V have developed an algorithm
to classify handwritten Gujarati numerals using affine invariant
moment feature extraction technique. Author have used various
classifier to classify Gujarati numerals an highest accuracy of
92.28% is achieved using support vector machine and accuracy
of 90.04%,87.2% and 84.1% is obtained using K-Nearest
Neighbor, Gaussian distribution function and principal
component analysis classifier [26]. In [27] affine invariant
moments based feature is used by Mamta maloo and K.V. Kale
to classify handwritten Gujarati numerals. Recognition rate of
91% is obtained using support vector machine classifier.To
recognize handwritten Gujarati numerals author Avani R.
Vasant, Sandeep R.Vasant and Dr. G.R.Kulkarni have used
Neural Network classifier. Recognition rate of 87.29%, 88.52%
and 88.76% is obtained for 7x5, 14x10 and 16x16 size images
respectively [28]. In [8] Minimum hamming distance classifier
and k-NN classifier are used for identification of Gujarati
characters and overall accuracy achieved was 67%. An
algorithm for Gujarati script identification is proposed by S. K.
shah and A.Sharma, algorithm uses template matching based
approach for character classification [13]. Jignesh Dholakia,
Atul Negi and S. Ram Mohan have used GRNN and k-NN
classifier for classification of printed Gujarati characters [18].
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A. Dutta and S. Chaudhuri proposed the use of two stage feed
forward neural network, trained by back propagation algorithm
is used for recognition of Bangla alphanumeric handwritten
characters in [4]. In [6] work presented by L. L. Lee and N. R.
Gomes for recognizing handwritten numerals is shown, and it
makes use of the structural feature extraction method. Another
structural feature based approach for handwritten character
recognition is described in [7] which displays intersections
between the character and straight lines, number of horizontal
and vertical lines, end points, presence of loops, holes position,
number of intersections and junctions. U. Bhattacharya, T. K.
Das, A. Datta, S. K. Parui and B.Chaudhuri worked on
recognition of Bangla handwritten numerals [10] using neural
network as a classifier. To classify Oriya handwritten numerals,
K. Roy, T. Pal, U. Pal and F. Kimura have used Histograms of
direction chain code of the contour points of the numerals as a
feature extraction method in [12] and achieved 94.81%
accuracy using Neural Network based classifier. V.L. Lajish,
T.T.K. Suneesh and N.K. Narayanan worked on Malayalam
handwritten character Images and for classification
Kolmogrov-Sminov statistical classifier and k-NN classifier
was used [11]. For recognition of Off-line Devnagari
handwritten characters directional chain code feature extraction
method is suggested in [14] 80.36% and 98.86% accuracy is
achieved for Devnagari characters and numerals respectively.
To classify Kannada and Telugu numerals a zone based and
distance metric based feature extraction method is described in
[17] a recognition rate of 86% for Telugu and 98% for Kannada
numerals is achieved. Work on handwritten Gujarati numerals
was presented by Apurva A. Desai. Author has used multi
layered feed forward neural network to classify Gujarati
handwritten numerals and four different profiles of numerals
are used to extract its features. The accuracy achieved in this
work is approximately 82% for Gujarati handwritten numerals
[19]. A survey on different feature extraction methods for
character recognition is described in [24].

III. DATABASE

The database collected consists of handwritten numerals
written by persons of various educational background and age
groups. Specially designed forms are used for database
collection (shown in Figure.1). All the handwritten forms are
scanned with the HP flatbed scanner at 300 dpi resolution and
saved in JEPG format. In all, 14,000 numeral images are
obtained, the number of images for each numeral (0-9) being
1,400.

Figure.1 Special form designed for database collection.

IV. PRE-PROCESSING
A set of preprocessing steps are applied to the database

images in order to remove noise and for the simplification of
feature extraction procedure. Preprocessing steps include
Binarization, resizing, median filtering and morphological
operation such as Thinning. The input to the preprocessing step
is a colored scanned image. This image is then converted to
gray scale image. Gray scale image is then converted into black
and white format by the process of Binarization. Otsu’s
Thresholding technique is used for binarization in which
optimum threshold value is calculated and all the pixel
intensities are converted to 0 and 1. After Binarization, numeral
image is segmented from binary image and segmented image is
resized to 16x16 pixels. Resizing is required because different
people write in different style with different sizes. Hence it is
necessary that all the numeral images should be of uniform size.
After resizing, morphological thinning operation is performed.
Figure. 2 shows the results of different operations adopted for
preprocessing on numeral image.

(a) (b) (c)

(d) (e) (f)

Figure.2 (a) Original numeral image (b) Image in gray scale form (c) Image in
binary form (d) Segmented numeral (e) Segmented numeral resized to 16×16 (f)

Thinned numeral image

V. FEATURE EXTRACTION

Feature extraction is one of the most important steps in
developing an OCR system. It is required to represent the
numeral images in a unique way in order to increase the
classification accuracy of the system. Zone based feature
extraction method is proposed for recognition of Gujarati
handwritten numerals. In this method, the numeral image of
size 16x16 is divided into 256, 64, 16, 4 uniform zones.
Figure.3 shows the different zoning adapted in this work. For
computation of feature vector, the summation of all the pixels
representing the numeral in each zone is computed. If the image
is divided in 16x16 zones then each zone will be consisting of
one pixel value and the size of the feature vector will be 256.
But, if the image is divided in 8x8 zones then each zone will be
consisting of four pixels values and the size of feature vector
will be 64. In this way, the feature vector will be consisting of
256, 64, 16 and 4 elements respectively depending on the type
of zoning used.



(a) (b)

(c) (d)
Figure.3 (a) Numeral image divided in 16x16 zones (b) Numeral image divided
in 8x8 zones (c) Numeral image divided in 4x4 zones (d) Numeral image
divided in 2x2 zones

VI. CLASSIFICATION

Classification is the decision making step of the OCR system.
The feature vectors generated by the feature extraction method
are fed to the classifier for training and testing purpose. For the
proposed algorithm we have used two different classifiers, one
being the multilayer feed forward neural network with Back
propagation learning and the other being the Naive Bayes
classifier. When the input dimensionality is high, the naive
bayes classifier technique is used which is based on Bayesian
theorem. Though naive Bayes is simple yet it can outperform
most sophisticated classification methods. The below equation
is represents Naive Bayes rule.

(1)

Based on the observation of evidences (E), the output of event
(H) or hypothesis can be predicted, this is the basic idea of
Bayes's rule. (1) A priori probability of H or P(H): Probability
of an event before the evidence is observed. (2) A posterior
probability of H or P(H | E) : Probability of an event after the
evidence is observed.

The structure of the neural network classifier is shown in
Figure.4. One hidden layer is used consisting of 25 neurons.
Number of epochs considered is 5000. These values are
decided on the basis of best performance achieved for the
classification accuracy with these values in all cases.

Number of neurons in the input layer will depend on the size of
the feature vector. A popular algorithm known as an error back
algorithm is used for training. The goal of the training is to find
the set of weight values that will cause the output from the
neural network to match the actual target values as closely as
possible.

Figure.4 Neural network architecture

VII. EXPERIMENTS AND RESULTS

The present database of Gujarati handwritten numeral is
collected from the persons of different age groups and with
different educational background. Total database is consist of
14,000 images having 1400 samples of each numeral from zero
to nine. Images are devided randomly in the ratio of 4:1 for the
training and testing purpose. Out of 14000 sample images
11,200 samples are applied for training and 2800 samples are
used for testing the performance of the classifier. The results
obtained for the success rate of the different Gujarati numerals
with neural network and Bayes classifiers are shown in the
tables below. Table 1 (a), 1(c), 1(e), and 1(g) represent the
results obtained from neural network classifier with 16x16, 8x8,
4x4 and 2x2 zoning methods. The overall accuracy achieved
with different zoning method is 93.03%, 95.92%, 91.89% and
61.78% respectively.

Similarly, Table 1 (b), 1(d), 1(f), and 1(h) represent the
results obtained from the Bayes classifier with 16x16, 8x8, 4x4
and 2x2 zoning methods. The overall accuracy achieved with
different zoning method is 75%, 85.60%, 81% and 53.75%
respectively.

VIII. CONCLUSION

The Goal of the proposed work is to identify handwritten
Gujarati numerals. This paper introduces a numeral recognition
scheme based on zone based feature extraction method.
Numeral image is divided into 16x16, 8x8, 4x4 and 2x2 Zones.
The proposed system uses Multi-layer feed forward neural
network and Naive Bayes classifier for classification of
handwritten Gujarati numerals. The overall accuracy achieved
for 16x16, 8x8, 4x4, 2x2 zoning methods are 75%, 85.60%,
81% and 53.75% respectively using Naive Bayes classifier and
93.03%, 95.92%, 91.89% and 61.78% respectively using Multi
layer feedforward neural network classifier. It is observed that
the success rate of identification of 8x8 zoning is best as
compared to other zoning methods.



Digit ૦ ૧ ૨ ૩ ૪ ૫ ૬ ૭ ૮ ૯
૦ 272 0 0 0 0 0 0 3 3 2

૧ 0 262 6 0 5 2 1 1 2 1

૨ 3 3 263 0 1 3 0 1 4 2

૩ 0 0 0 265 0 1 8 5 1 0

૪ 0 3 1 1 262 3 3 1 6 0

૫ 4 1 5 0 4 260 2 0 2 2

૬ 0 4 1 11 3 11 243 5 1 1

૭ 9 0 0 13 1 0 4 249 3 1

૮ 2 1 1 0 2 0 1 0 268 5

૯ 2 0 5 0 1 0 3 0 10 259

Table 1 (a) 16x16 zoning method using neural network classifier,
The accuracy achieved 93.03%.

Digit ૦ ૧ ૨ ૩ ૪ ૫ ૬ ૭ ૮ ૯
૦ 263 0 2 1 0 2 0 8 1 3

૧ 0 259 11 0 3 1 3 2 1 0

૨ 2 72 193 0 3 2 2 1 1 4

૩ 5 0 0 253 0 3 9 10 0 0

૪ 0 56 4 1 211 6 1 1 0 0

૫ 0 21 6 9 3 233 3 2 0 3

૬ 4 0 5 89 8 5 148 13 0 8

૭ 89 0 1 47 0 3 22 118 0 0

૮ 57 12 0 0 6 0 0 2 201 2

૯ 6 1 9 1 4 0 1 10 5 243

Table1 (b) 16x16 zoning method using Bayes classifier,
The accuracy achieved 75.00%.

Digit ૦ ૧ ૨ ૩ ૪ ૫ ૬ ૭ ૮ ૯
૦ 277 0 0 0 0 0 0 1 2 0

૧ 0 266 7 0 2 4 0 0 1 0

૨ 0 4 268 0 0 1 0 1 4 2

૩ 1 1 0 267 1 0 3 6 0 1

૪ 0 1 2 0 271 1 0 2 3 0

૫ 2 0 2 0 3 269 1 0 0 3

૬ 0 0 4 2 2 10 257 5 0 0

૭ 1 0 1 7 1 0 3 266 0 1

૮ 1 0 0 0 3 0 0 0 272 4

૯ 0 0 1 0 2 1 2 0 3 271

Table 1 (c) 8x8 zoning method using neural network classifier,
The accuracy achieved 95.92%.

Digit ૦ ૧ ૨ ૩ ૪ ૫ ૬ ૭ ૮ ૯
૦ 262 0 2 0 0 1 1 8 3 3

૧ 0 245 10 0 8 5 6 1 5 0

૨ 2 28 233 0 1 6 1 0 7 2

૩ 0 0 0 231 0 4 22 23 0 0

૪ 0 11 2 0 251 12 2 0 1 1

૫ 0 11 10 0 7 249 3 0 0 0

૬ 0 0 5 35 14 14 176 36 0 0

૭ 8 0 0 13 1 2 17 236 0 3

૮ 2 4 0 0 4 0 0 0 267 3

૯ 5 2 11 2 4 3 1 3 4 245

Table 1 (d) 8x8 zoning method using Bayes classifier,
The accuracy achieved 85.60%.

Digit ૦ ૧ ૨ ૩ ૪ ૫ ૬ ૭ ૮ ૯
૦ 27

3
0 1 1 0 0 0 2 3 0

૧ 0 26
7

6 1 1 2 1 0 1 1

૨ 0 6 26
0

2 1 0 2 3 1 5

૩ 0 0 0 24
2

1 0 12 24 0 1

૪ 0 3 2 1 265 1 2 0 4 2

૫ 0 0 2 1 0 274 1 0 0 2

૬ 1 2 2 17 2 7 218 30 0 1

૭ 3 0 0 22 2 0 18 235 0 0

૮ 1 0 0 0 1 0 0 0 277 1

૯ 1 0 2 1 1 0 0 1 3 271

Table 1 (e) 4x4 zoning method using neural network classifier,
The accuracy achieved 91.89%.

Digit ૦ ૧ ૨ ૩ ૪ ૫ ૬ ૭ ૮ ૯
૦ 254 0 1 0 0 0 1 9 2 13

૧ 0 226 5 0 17 2 13 0 10 7

૨ 0 32 220 0 3 12 5 0 6 2

૩ 0 0 0 205 1 11 28 35 0 0

૪ 0 10 1 5 255 4 5 0 0 0

૫ 0 7 17 0 4 246 2 0 0 4

૬ 0 0 5 69 27 30 99 44 0 6

૭ 1 0 0 19 0 2 28 227 0 3

૮ 0 0 4 0 3 1 0 0 268 4

૯ 2 0 12 0 0 2 0 0 4 260

Table 1 (f) 4x4 zoning method using Bayes classifier,
The accuracy achieved 81.00%.

Digit ૦ ૧ ૨ ૩ ૪ ૫ ૬ ૭ ૮ ૯
૦ 247 3 8 1 9 2 0 3 2 5

૧ 8 217 9 1 21 2 2 5 4 11

૨ 21 16 159 6 18 5 4 3 2 46

૩ 12 1 7 122 4 14 55 64 0 1

૪ 7 10 4 6 168 29 5 19 22 10

૫ 2 2 5 4 4 246 11 0 0 6

૬ 8 1 3 60 16 66 78 41 0 7

૭ 15 2 5 73 9 10 21 145 0 0

૮ 1 0 13 0 5 0 0 0 236 25

૯ 9 6 27 0 14 2 0 0 32 190

Table 1 (g) 2x2 zoning method using neural network classifier,
The accuracy achieved 61.78%.

Digit ૦ ૧ ૨ ૩ ૪ ૫ ૬ ૭ ૮ ૯
૦ 239 4 9 0 7 1 2 5 3 10

૧ 7 213 7 1 16 8 4 4 8 12

૨ 23 29 113 11 15 4 5 19 8 53

૩ 8 1 0 118 0 21 29 101 0 2

૪ 30 29 3 4 77 50 9 26 42 10

૫ 4 8 5 2 8 219 28 3 0 3

૬ 11 1 0 74 7 74 60 41 1 11

૭ 19 2 0 43 5 23 21 165 0 2

૮ 1 2 8 0 5 0 0 0 248 16

૯ 7 11 14 0 8 1 0 1 57 181



Table 1 (h) 2x2 zoning method using Bayes classifier,
The accuracy achieved 53.75%
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Copy Move Forgery Detec-
tion using SIFT and GMM

Neetu Yadav and Rupal Kapdi

Abstract—Modifying or enhancing an image is ubiquitous
but when enhancement tends to change the interpretation
of the image they are termed as an attempt of forgery on
digital images. Copy move forgery (CMF) is a simple technique
and has a number of well built tools in a number of image
enhancement software. CMF detection techniques often tend
to establish similarity between copied and pasted region on the
same image as both are from same original image. Keypoint
and block based techniques are used to determine the CMF.
SIFT keypoints are combined with different techniques to
accurately localize forgery. High dimensionality of feature
vector acts as a bottle neck in SIFT based analysis. We propose
a method to detect CMF using SIFT descriptors which are
clustered using GMM and segment the obtained suspect region
speeding up the analysis.

Keywords—Copy Move Forgery, Gaussian Mixture Model,
Scale Invariant Feature Transform and Image Forensics.

I. INTRODUCTION

IN CMF a part of image is taken from the source and
pasted in another region on the target image where both

the source and target image correspond to same image. It is
often used to either hide anomaly in the image or add extra
object into the image.

Image forensics encompasses both Image Tamper Detec-
tion (ITD) and Image Forgery Detection (IFD) [1]. Establish-
ment of authenticity of the digital image is the only focus
of ITD whereas IFD aims towards the localization of the
forgery.

Passive techniques are often used to establish both the
originality and authenticity of the digital image. As not all
images consists authenticating details embedded in them
active techniques like digital watermark consistency detec-
tion do not offer concrete results and hence when used in
combination provide a rough estimate on the existence of a
forgery.

Forgery localization can be done with maximum accuracy
after establishment of forged image. Passive techniques
comprises of pixel, format, geometrical, physical based
methodologies that are used in heterogeneous combination
to establish both originality and authenticity of the image [2].
The focus of this paper is to perform localization of forgery
using pixel based passive forgery detection technique. In
this paper we propose to use gaussian mixture model based
clustering of the SIFT features.

II. RELATED WORK
Pixel based techniques for CMF detection can be per-

formed using block based or keypoint based techniques or
using both techniques in combination. Block based tech-
niques for CMFD divide the image into loosely tiled blocks
followed by feature extraction and matching. Often consid-
ered to be bulky and time consuming process [3]. Keypoint

based techniques aim to locate the unique pixel points having
features that are invariant to RST combined transformations.
Keypoint are detected using various techniques like the SIFT,
SURF, MIFT, ASIFT etc [4].

A variety of methods like the PCA [9], Zernike moment,
DWT [11], have been combined with Keypoint methods
to detect CMF [5]. In [7], authors have used a two stage
process to detect CMF using the transformation matrix and
using the keypoint matching techniques to detect similar
matches. Cluster matching methodologies are much more
advantageous as they simplify and speedup the similarity
detection stage. In [8], the authors combined the SIFT
features along with BFSN clustering method and the Color
Filter Array feature to detect simultaneous multiple CMF
regions.

To detect CMF forgeries robust to various post processing
methods the authors in [18] used the MIFT features com-
bined with the affine transformation estimation and used the
RANSAC method to remove the false matches refining the
algorithm to be robust against blurring, scaling , rotation,
mirror reflections and deformation operations on the CMF
regions.

III. PROPOSED METHOD
The key objective of the proposed method is to locate the

suspect region for a CMF in the image and segment that
region for further analysis. Since in copy move region same
part of image is copied and pasted on the same image at
a different location. The similarity present in the regions is
exploited to detect this type of forgery [23]. The similarity
detection is performed by extracting and matching local
features from different regions of image. Figure 1 illustrates
the main steps of the proposed approach.

Keypoint based techniques of CMF detection is robust
against a variety of post processing operations [9]. Keypoint
based CMF detection methods are robust against many
post processing operations performed to evade the detection
mechanism.

In the first stage the input test image is subjected to
grayscale conversion after which the SIFT features are
extracted from them. Since the number of SIFT features
extracted are dependent on the image content the number of
features vary fro few hundreds to thousands. Each keypoint
in SIFT consists of 128 feature vectors. Direct matching
of these features is computationally expensive due to high
dimensionality of the feature vectors. Hence clustering the
keypoints using the Gaussian mixture model aids in deter-
mining the similar features from the image.

Using Gaussian mixture model to perform soft clustering
of keypoints helps in determining the similar keypoints.
Once the list of similar keypoints generated then using
the G2NN (generalized two nearest neighbor) method helps
in determining the exact pairs of similar features. After
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Fig. 1Main steps of proposed methodology

the keypoint pairs with similar features are determined
image segmentation is performed using the first pair of the
keypoints.

GMM clustering is soft clustering method. The initial val-
ue for number of clusters is set to n, determined empirically.
We have used the maximum prior probability of the cluster.
After which sort the keypoints based on the covariance
values and sort them into similar points behavior. Since
covariance is the measure of how two random variables
change.

To reduce keypoint set for analysis of similarity first half
or an eighth of the keypoint set. Further for similarity anal-
ysis from the G2NN method setting the empirical threshold
value set to t as we analyze the RST combine forgery. The
similar points extracted after performing the G2NN method
are plotted and suspect region detection is performed using
laplacian filter and boundary trace operations.

A. Scale Invariant Feature Transform (SIFT)
SIFT features are invariant to most post processing op-

erations like translation, rotation, scaling and combinations
of other techniques like noise addition, color adjustment,
brightness change, contrast adjustment. D. G. Lowe in [17]
proposed a method to aid image retrieval application. The
provides with a feature matrix with 128 valued vectors for
each unique point that is detected along with their coor-
dinates and orientation. The generated features give local
image description and also help in visual correspondence
between similar images regions. SIFT features are computed
using scale space of an image represented as a convolution
of the Gaussian and the image functions in the equation
below.

L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (1)

were scale space function is L(x,y,σ), G(x,y,σ) is variable
scale Gaussian, ∗ refers to convolution operator and I(x, y)

represents the input image. Further Gaussian function given
below is used as scale space kernel because it is efficient to
perform computation using smoothed images.

G(x, y, σ) = 1/(2πσ2)e[ − (x2 + y2)/2σ2] (2)

SIFT features are computed by performing Difference of
Gaussian (DoG) to find local extrema so as to produce
stable features. DoG is used because it provides close
approximation to scale normalized Laplacian of Gaussian
(LoG) function also maxima and minima produce stable
feature compared to others.

SIFT algorithm has been modeled with a number of vari-
ations based on its application. A number of modifications
to SIFT exist in which the algorithm is subjected to changes
that enable generated features to be invariant to reflections
(mirror) or affine changes (shear shifts) [4]. The wide range
of usage of SIFT features can be due to their high invariance
to scale and rotation combined with robustness to Gaussian
noise (white) and other forms of occlusion, affine distortion,
illumination and perspective shifts in digital image.

The operation of SIFT method can be accurately put into
four small steps. These steps are scale space depiction of the
image, keypoint computation with the DoG, contrast based
edge filter and keypoint orientation computation before the
final SIFT descriptors are formed. The SIFT keypoints can
be thought as the points of discontinuity of gradient function
taken from digital image regions using the DoG function.

B. GMM soft clustering of SIFT keypoints and Segmentation
Keypoint matching algorithm makes use of ratio of Eu-

clidean distance between the closest neighbours and check-
ing it against a global threshold. This method is incapable
of detecting the multiple forgeries and results in high rate of
false matches. Using the cluster matching method the false
negatives [19]. GMM clustering methods often used in seg-
mentation applications. Gaussian distribution most common
and continuous distribution described by two parameters the
mean and the variance. Gaussian have same shape wherein
the location is controlled by the mean and spread controlled
by variance. The probability distribution of d dimensional
vector X is a multivariate gaussian that is parameterized by
mean and covariance by

∑
.

fk(x) =
1√

((2)d|
∑
k|)

exp
(−(−x− µk)

T
∑
k(−1)(X − µ))

2

Applying GMM provides a collection of k gaussian and
each distribution consists of prior probabilities and rep-
resenting the cluster of data points [21]. In model based
clustering, a model is hypothesized for each of clusters and
the concept is to find the best fit of that model to each
other. Mixture models have well applied statistical inferences
and provide flexibility in choosing component distribution
also provide density estimation for all clusters and soft
classification aid in efficient clustering.

Clustering of SIFT keypoints using GMM helps in reduc-
ing the number of keypoints to be analysed for similarity de-
tection that is performed using G2NN method. Generalized



two nearest neighbour (G2NN) method helps in detecting
the similar keypoint pairs.G2NN method works by sorting
the Euclidean distance between the descriptors and then
computing the ratio between distance of closest neighbour
to that of the second closest neighbour. After satisfying the
threshold constraint similar points are separated out. The
points thus detected are utilized in detecting and segmenting
the suspect region for existence of copy move forgery
(CMF).

IV. EXPERIMENTAL ASSEMBLE AND RESULTS
Implementation of the proposed CMF method is carried

out in Matlab and using the open source VL-Feat library for
computer vision as it provides necessary implementations for
algorithms widely used in image processing and computer
vision [19]. We have also used the CoMoFoD dataset
consisting of RST combined post-processing to assess our
CMF detection method. The CoMoFoD dataset aims towards
setting up a benchmark for CMF detection algorithms [20].

Fig. 2Test Image from CoMoFoD dataset [20]

Fig. 3SIFT keypoints and GMM reduced keypoint set(n=6 and
t=1.3)

Also we detected forgery our custom created images. The
CMF modifications were performed using the GIMP tool.
Image forgery detection is the main focus and the test images
are confirmed to be tampered with by other algorithms.

The proposed method aims towards detection and lo-
calization of CMF suspect region. Some of the incorrect
detections are depicted in the following images.

V. CONCLUSION
A progressive method to enable image forgery detection

based on SIFT features has been proposed and implemented.
Given a suspected test photo, it can reliably perform CMF

Fig. 4Similar keypoint pair

Fig. 5CMF Suspect region detection using our method

detection for duplicate regions. The presented technique can
show effectiveness with respect to combined RST modifica-
tions to detect copy-move forged region in the image. The
cluster formation phase has been extended by using image
segmentation method. SIFT based image forgery detection
techniques can further be extended to include the detection
of other image forgery apart from copy-move. The limitation
of the proposed method exists in improper detection of
multiple forged regions and flat surface regions.

VI. FUTURE WORK
In future, the segmentation method can be extended using

the object recognition operation enhancing the applicability
of the algorithm for real time forgery detection. Combining
deep learning concept with image forgery detection tech-
niques can help detect improper presence of an object at
a particular place in an image. Implementing the machine
learning techniques to automate this process further en-
hances the applicability and deployment of algorithm for
real time forgery detection.

REFERENCES

[1] W. Wang, J. Dong, and T. Tan, “A survey of passive image tampering
detection,” in Digital Watermarking (A. Ho, Y. Shi, H. Kim, and
M.Barni, eds.), vol. 5703 of Lecture Notes in Computer Science, pp.
308-322, Springer Berlin Heidelberg, Feb. 2009.

[2] Hany Farid, “Image forgery detection- a survey,” in IEEE Signal
Processing Magzine, Feb. 2009.

[3] Kalpana Manudhane and Mr. M.M. Bartere, “Methodology for
Evidence Reconstruction in Digital Image Forensics,” Computer
Engineering and Intelligent Systems, ISSN 2222-1719 (Paper) ISSN
2222-2863 (Online), Vol.4, No.13, 2013.

[4] Jian Wu, Zhiming Cui, Victor S. Sheng, Pengpeng Zhao, Dongliang
Su and Shengrong Gong, “A Comparative Study of SIFT and its
Variants,” Measurement Science Review, Volume 13, No. 3, 2013.



Fig. 6CMF suspect region detection (original and forged pair
from custom images).

Fig. 7Improper CMF detection (original and forged pair form
custom images).

[5] B. L. Shivakumar and S. S. Baboo, “Detecting copy-move forgery
in digital images: A survey and analysis of current methods,” Global
Journal of Computer Science and Technology, vol. 10, no. 7, pp. 61-
65, 2011.

[6] Wiem Taktak,Jean-Luc Dugelay and Judith A. Redi, “Digital image
forensics: A booklet for beginners,” in Eurecom, France, 2009.

[7] Jian Li, Xiaolong Li, Bin Yang, and Xingming Sun, “Segmentation-
Based Image Copy-Move Forgery Detection Scheme” in IEEE
Transactions On Information Forensics And Security, Vol. 10, No.
3, March 2015.

[8] Lu Liu, Rongrong Ni, Yao Zhao and Siran Li, “Improved SIFT-based
Copy-move Detection Using BFSN Clustering and CFA Features”, in
10th International Conference on Intelligent Information Hiding and
Multimedia Signal Processing, IEEE,2014.

[9] Takwa Chihaoui, Sami Bourouis, and Kamel Hamrouni, “Copy-
Move Image Forgery Detection Based On Sift Descriptors And Svd-

Matching,” in 1st International Conference on Advanced Technologies,
March,2014.

[10] Ramesh Chand Pandey, Sanjay Kumar Singh, K. K. Shukla and
Rishabh Agrawal, “Fast and Robust Passive Copy-Move Forgery
Detection Using SURF and SIFT Image Features,” in Department of
Computer Science Engineering Indian Institute of Technology (BHU)
, IEEE, 2014.

[11] Mohammad Farukh Hashmi, Aaditya R. Hambarde and Avinash
G. Keskar, “Copy Move Forgery Detection using DWT and SIFT
Features,” in Department of Electronics Engineering, Visvesvaraya
National Institute of Technology , Nagpur, India, IEEE,2013.

[12] Bo Liu and Chi-Man Pun, “A Sift And Local Features Based
Integrated Method For Copy-Move Attack Detection In Digital Im-
age” IEEE international conference on Information and automation
,August,2013.

[13] Irene Amerini, Lamberto Ballan, Roberto Caldelli, Alberto Del
Bimbo, and Giuseppe Serra, “A Sift-Based Forensic Method For
CopyMove Attack Detection And Transformation Recovery” in IEEE
Transactions On Information Forensics And Security, Vol. 6, No. 3,
September 2011.

[14] Xunyu Pan and Siwei Lyu, “Region Duplication Detection -Using
Image Feature Matching” in IEEE Transactions On Information
Forensics And Security, Vol. 5, No. 4, December 2010.

[15] M. Jaberi, G. Bebis, M. Hussain, and G. Muhammad, “Improving
the detection and localization of duplicated regions in copy-move
image forgery” in Digital Signal Processing (DSP), 18th International
Conference on, pp. 1-6, , July 2013.

[16] V. Christlein, J. Jordan, C. Riess, and E. Angelopoulou, “An evalua-
tion of popular copy-move forgery detection approaches” Information
Forensics and Security, IEEE Transactions on, vol. 7, pp. 1841-1854,
,Dec 2012.

[17] David G.Lowe, “Distinctive image features from scale-invariant
keypoints,” Journal of Computer Vision, vol. 60, no. 2, pp. 91-110,,
2004.

[18] E. Ardizzone,A.Bruno and G. Mazzola, “Detecting Multiple Copies
In Tampered Image” IEEE 17th International Conference on Image
Processing, , 2010.

[19] A.Vedaladi and B.Fulkerson, “An open and portable library of
computer vision algorithm,” http://www.vlfeat.org/api/sift.html,2007.

[20] D. Tralic, I. Zupancic, S. Grgic, and M. Grgic, “Comofod x2014;
new database for copy-move forgery detection,” in ELMAR, 2013 55th
International Symposium, pp. 49-54,,Sept 2013.

[21] Douglas Reynolds, “Gaussian Mixture Models,” MIT Lincoln
Laboratory, 244 Wood St., Lexington, MA 02140, USA.

[22] Ju zhang, Qiuqi ruan and Yi jin, “Combined Sift And Bi-Coherence
Features To Detect Image Forgery,” in ICSP Proceedings,IEEE ,2014.

[23] Rupal Amit Kapdi and Neetu Yadav, “Copy Move Forgery Detection
Using SIFT Features- An Analysis,” Nirma University Journal of

Engineering and Technology, North America,vol-4,, Aug-2015.



Surveying Stock Market Portfolio Optimization
Techniques

Mukesh Kumar Pareek
Computer Science and Engineering,

Inst. of Technology, Nirma University,
Ahmedabad, India

Email: 13mcec26@nirmauni.ac.in

Priyank Thakkar
Computer Science and Engineering,

Inst. of Technology, Nirma University,
Ahmedabad, India

Email: priyank.thakkar@nirmauni.ac.in

Abstract—Optimizing a stock market portfolio requires deci-
sion making at two distinct stages, first is to select the stocks
and second is to assign distribution of investment amount among
these selected stocks. Given historical data of stocks, role of
optimization models is to select stocks and assign portfolio
proportion to the selected stocks. Selection and weight assignment
to stocks are co-occurring activities. Investors prime motive is
to maximize the return and minimize the risk of portfolio.
Stock market is uncertain and volatile and therefore Artificial
Intelligence, Machine Learning and Soft Computing techniques
are viable candidates which can help in optimization and making
decisions using such data. This paper surveys research carried
out in the domain of stock market portfolio optimization. Paper
compares research efforts in the domain on the basis of techniques
used, risk models and stock markets considered. It is observed
from the surveyed papers that Artificial Intelligence, Machine
Learning and Soft Computing techniques are widely accepted for
studying and evaluating stock market behavior and optimizing
portfolios.

Keywords—Stock Market, Stock Market Portfolio Optimization,
Risk Models, Stock Market Portfolio Optimization Techniques

I. INTRODUCTION

Achieving high returns while limiting the risk to minimum
possible value are the prime objectives of any investor when
investing capital in the stock market. A portfolio is grouping
of stocks in which the capital among stocks is invested in
such a proportion that profit is maximum and risk is mini-
mum. Markowitz [1] had proposed a mean variance model
for optimizing a portfolio in 1952. This model can be used
by investors to achieve desired returns from portfolio with
minimum possible risk. If fact, this theory has wide spread
acceptance and has been used as a practical tool for portfolio
optimization.

However, certain characteristics of the problem, such as
its size, requirements of the practical-world, investor’s desire
of certain constraints, very limited computation time etc. may
make analytical method unsuitable. This forces researchers and
practitioners to explore various heuristic and machine learning
techniques that can deal with portfolio optimization problem
with these requirements and constraints.

These techniques have been used extensively with different
ways of risk modelling. Research efforts are not confined
to few stock markets, rather, researchers have applied their
knowledge to a large number of stock markets across the globe.

This paper surveys on these different dimensions and presents
a comparative study.

II. PORTFOLIO OPTIMIZATION MODELS

Markowitz [1] had proposed a mean-variance model for
portfolio optimization in which weighted mean returns of the
stocks in portfolio were considered as a return of the portfolio
and variance of these stocks from mean return was considered
as a risk. Markowitz model can be described using Equation
1, Equation 2, Equation 3 and Equation 4.

Minimize

n∑
i=1

n∑
j=1

wiwjσij (1)

such that

n∑
i=1

wiµi >= µp (2)

n∑
i=1

wi = 1 (3)

0 ≤ wi ≤ 1; i = 1...n (4)

where,
n = number of stocks in dataset,
µi = the expected return of the asset i,
σij = the co-variance between asset i and j,
wi = proportion of capital invested in asset i,
µp = desired return from portfolio

Equation 1 represents the objective function of the opti-
mization problem which aims to minimize risk of portfolio
while Equation 2 enforces the portfolio to achieve desired re-
turn µp. Equation 3 and Equation 4 are constraints on portfolio,
assuring that 100% of the investors’ capital is invested and no
short selling is performed, respectively.

Markowitz model has been extensively used for portfolio
optimization. This model uses historical mean return and co-
variance of stocks to optimize a portfolio. Markowitz model
selects stocks which have minimum co-variance between them
to ensure diversified risk, i.e., to minimize chances of loss. It is
easy to understand from statistics that low co-variance stocks
do not move together, so if some stocks in portfolio are not
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performing well, then other stocks (having low co-variance
with poorly performing stocks) in portfolio can cover the loss.
Adding cardinality constraint to Markowitz model turns the
model form a QP problem to a MIQP (Mixed Integer Quadratic
Programming) problem which is an NP-Hard problem. Other
constraints like, sector capitalization, minimum transaction
lots, etc. make the problem even harder to solve.

MAD (Mean Absolute Deviation) model proposed by
Konno and Yamazaki [2] is another popular model which is
frequently used to solve portfolio selection problem. It solves
the problem through linear programming. It is to be noticed
that mean in MAD refers to the mean return of the assets in
portfolio.

Some of the other models used include Exponential De-
cay Model [3], Extended Markowitz Model [4], [5], Mean-
Variance-Skewness Model [6] and Robust MAD Model [7].

III. PORTFOLIO OPTIMIZATION PROBLEM AS A
QUADRATIC PROGRAMMING PROBLEM AND HEURISTICS

FOR PORTFOLIO OPTIMIZATION

Basic Markowitz model can easily be implemented as a
Quadratic Programming problem. Equation 5, Equation 6 and
Equation 7 represents Markowitz model as a QP problem.

Minimize
1

2
wTHw −mTw (5)

subject to eTw = 1 (6)

and 0 ≤ w ≤ 1 (7)

where,
w = weight vector of all stocks,
H = co-variance matrix of mean return of all stocks,
e = vector of ones,
m = mean return vector of all stocks.

Above formulation restricts short selling, however, portfo-
lio optimization problem can be formulated considering short
selling as well. Further, if the cardinality constraint is added to
the (quadratic programming) model presented above then the
problem becomes Mixed Integer Quadratic Programming
problem, which is NP-Hard and considerably more difficult
to solve than the original problem. Instead of solving NP-
Hard optimization problem, researchers have proposed var-
ious heuristics approaches to get the near optimal results
for portfolio optimization. These heuristic approaches are
implemented through various Artificial Intelligence and Soft
Computing techniques. Different techniques that are widely
used by researchers are mentioned in the next section.

IV. A COMPARATIVE STUDY

This section compares literature in the domain of stock
market portfolio optimization across three dimensions: tech-
niques used, risk models and stock markets considered.

A. Techniques Used

Survey of the existing literature reveals that Genetic Al-
gorithm, Fuzzy Theory and Particle Swarm Optimization
are extensively used techniques for portfolio optimization.
Other techniques that are used frequently for optimizing
the portfolio include multi-objective evolutionary algorithms
(MOEA). NSGA-II (Nondominated Sorting Genetic Algo-
rithm II), SPEA-2 (Strength Pareto Evolutionary Algorithm-
2), PESA-II (Pareto Envelope Based Selection-II) and PAES
(Pareto Archived Evolution Strategy) are some of the multi-
objective evolutionary algorithms that have been used. Table I
summarizes various techniques used for portfolio optimization
problem by the researchers around the globe.

Abbreviations used in Table I are enlisted below:

AES = Adaptive Exponential Smoothing,

AHP = Analytical Hierarchy Process,

ARIMA = Autoregressive Integrated Moving Average,

ARM = Association Rule Mining,

ARMS = Autoregressive Markov-Switching Model,

ARX = Autoregressive Exogenous,

EA = Evolutionary Algorithm,

ES = Exponential Smoothing,

FT = Fuzzy Theory,

GA = Genetic Algorithm,

GBM = Geometric Brownian Motion,

GMM = Generalized Method of Moments,

MOEA = Multi-Objective Evolutionary Algorithm,

MPM = Minmax Probability Machine,

NCP = Nadir Compromising Programming,

NSGA-II = Nondominated Sorting Genetic Algorithm
II,

PESA-II = Pareto Envelope Based Selection,

PQP = Parametric Quadratic Programming,

PSO = Particle Swarm Optimization,

RBF = Radial Basis Function,

RS = Rough Set,

SA = Simulated Annealing,



TABLE I. TECHNIQUES USED FOR PORTFOLIO OPTIMIZATION BY
DIFFERENT RESEARCHERS

Paper GA FT PSO Others
[4] Y - - TS, SA
[5] Y - - ANN, TS, SA
[6] - - - Lagrange multiplier theory in

optimization, RBF ANN, ARIMA, AES
[8] - - - ARX
[9] - - - ARX, RS, GS
[10] Y - - -
[11] Y - - -
[12] Y - - -
[13] Y - - -
[14] - - Y -
[15] Y - - SMO
[16] - Y - RS, GS
[17] - Y - -
[18] - - - EA
[19] - - - ARX
[20] - Y - AHP
[21] - - Y -
[22] - - - NCP
[23] - - Y -
[24] - - Y -
[25] - - - Kernel Method
[26] - Y - -
[27] - Y Y Monte Carlo
[28] - Y - -
[29] Y Y - -
[30] Y Y - -
[31] Y - - -
[32] - Y - -
[33] - Y - Clustering, SOM
[34] Y - - -
[35] - Y - ARM
[36] Y - - SVR
[37] Y - - -
[38] - Y - -
[39] Y - - Hybrid of GA, SA
[40] - - - DEA
[41] - Y - -
[42] Y Y - -
[43] - - Y -
[44] Y - - -
[45] Y - - -
[46] - Y - MOEA
[47] Y - - -
[48] Y - - SA
[49] Y - - -
[50] Y - - -
[51] - - - MPM, SVM
[52] - Y - -
[53] Y - - -
[54] - - - XCS
[55] - - - ARM, K-means clustering
[56] - - - ARM
[57] - - - EA
[58] - - - ARM, K-means clustering
[59] - - - eTrend, XCS
[60] - - - Bayesian forecasting

- - - Latent Threshold Dynamic Models
[61] - - - GMM
[62] - - - PQP
[63] - - NSGA-II, PESA, SPEA-2
[64] - - - ARIMA, ES, TSD
[65] - - - ARMS, GBM
[66] - - - ANN

SMO = Sequential Minimal Optimization,

SOM = Self Organising Maps,

SPEA-2 = Strength Pareto Evolutionary Algorithm,

SVM = Support Vector Machine,

SVR = Support Vector Regression,

TS = Tabu Search,

TSD = Time Series Decomposition,

XCS = Extended Classifier System,

Y = Yes.

B. Stock Markets Considered

Table II reflects the fact that portfolio optimization problem
is attempted on the stocks belonging to various stock markets
and efforts are not limited to only few stock markets.

TABLE II. DIFFRENT STOCK MARKETS ON WHICH STOCK MARKET
PORTFOLIO OPTIMIZATION IS STUDIED

Stock Market Paper
Korea Stock Exchange [49], [50]
New York Stock Exchange [53], [30]
Taiwan Stock Exchange [55], [56], [58], [3], [66], [17], [47]
Shanghai Stock Exchange [58], [59], [29], [38], [39], [41]
Shenzhen Stock Exchange [58]
Hongkong Stock Exchange [58]
Istanbul Stock Exchange [64], [26]
Brazilian Stock Exchange [8]
Tokyo Stock Exchange [45], [13]
National Stock Exchange, India [20], [35]
Iran Stock Exchange [22]
Tehran Stock Exchange [32]
Bombay Stock Exchange [33], [35], [45]
Spanish Stock Exchange [42], [46]

This clearly indicates the interest of the researchers across
the globe to address the problem.

C. Risk Models

Table III depicts different parameters which are considered
to model risk.

TABLE III. DIFFRENT RISK MODELS CONSIDERED

Risk Models Paper
Variance [10], [12], [67], [14], [68], [24], [32], [33]

[37], [48], [60], [4], [5], [69], [6], [63]
Semi-variance [12]
Mean absolute deviation [12], [17], [30]
Variance with skewness [12]
Microeconomic risk [20]
Possibilistic absolute deviation [41]
Possibilistic mean variance [16]

It is evident that most of the researchers have used variance
to model the risk, however, there are a few attempts where
other measures have also been used to model the risk.



V. CONCLUSION

This paper has provided a brief account of the literature
present in the domain of stock market portfolio optimization.
Existing literature has been compared on the basis of opti-
mization techniques used, risk models considered and stock
markets on which this kind of study is undertaken. Existing
literature points towards many possible future directions.

One of the possibility is to consider fundamental and
technical indicators systematically. One can work on identi-
fying most suitable fusion of these fundamental and technical
indicators. Impact of extra economical aspects such as risk
aversion or transaction costs can also be studied. It is also
found that many approaches which have been proposed involve
lots of computational effort. There is always a scope to improve
on this aspect to make the proposals practical and easily usable.

It has already been established that growth stocks exhibit
an under-reacting phenomenon while value stocks exhibit a
significantly overreacting phenomenon [3]. One can study the
strength and weakness of these phenomena:
for emerging or developed markets,
in Bullish and/or Bearish market,
in small-size and/or large-size companies,
on other value factor, e.g., earnings-to-price ratio, and other
growth factor, e.g., return on asset.
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Abstract— Word Sense Disambiguation (WSD) is crucial and
its significance is prominent in every application of
computational linguistics. WSD is a challenging problem of
Natural Language Processing (NLP). Though there are lots of
algorithms for WSD available, still little work is carried out
for choosing optimal algorithm for that. Three approaches are
available for WSD, namely, Knowledge-based approach,
Supervised approach and Unsupervised approach. Also, one
can use the combination of given approaches. Supervised
approach needs large amounts of manually created sense-
annotated corpus which takes computationally more amount of
time and effort. Knowledge-based approach requires machine
readable dictionaries, sense inventories, thesauri, etc, which
are dependent on own interpretation about word’s sense;
Whereas unsupervised approach uses sense-unannotated
corpus and it is based on the phenomenon of working that
words that co-occur have similarity. This research is for Hindi
language which uses Hierarchical clustering algorithm with
different similarity measures which are cosine, Jaccard and
dice, the result of clusters is overlapped with Hindi WordNet a
product of IIT Bombay which improves result of word sense
disambiguation as clustering does grouping of words which
are similar.

Keywords—Word Sense Disambiguation; Natural
Language Processing; Hindi WordNet; Hierarchical
Clustering; Similarity Measure

I. INTRODUCTION
Natural Language Processing (NLP) is getting more

interest as part of Information Technology [2]. There is a
necessity to measure performance of Natural Language
Processing to computer processing, such that computer can
understand human language and human can interact with
computer in their own language, in addition to English. There
are many areas to research in NLP, like Part-of-Speech tagger,
Stemming, Information Retrieval, Word Sense
Disambiguation, Machine Translation, Question-answering etc.
In a Natural Language Processing, the task of Word Sense
Disambiguation (WSD) is assigning appropriate meaning or
we can say sense to given word in text [3]. Word Sense

Disambiguation is mainly concerned with giving meaning to
words according to their context in which they occur. For
example, the sentence in Hindi सु दर का घर सु दर है in wh ich

the word सु दर occurs two times and the meaning for each is
different. First one is a name of a boy; whereas second one
describes how beautiful the house of that boy is. Humans can
easily recognize this but computer cannot. So, WSD can help
here to understand the context of word.
Word Sense Disambiguation has mainly three approaches,
namely, Knowledge-based, Supervised approach and
Unsupervised approach and also one can do the combination
of these approaches [3]. In every approach, there are many
techniques available. Knowledge-based is based on external
sources like machine readable dictionaries, like WordNet,
Thesauri, etc. Supervised approach is based on annotated
corpora for sense disambiguation, whereas, Unsupervised
approach uses un-annotated corpora and can be sometimes
used with machine readable dictionaries. Unsupervised
approach has the ability to overwhelm knowledge acquisition
problems. Clustering word occurrences of unsupervised
methods are capable to find word senses [3].

II. REALATED WORK

Ref. [1] Hindi Word Sense Disambiguation, Authors have
proposed first WSD approach for Hindi language. They have
used Hindi WordNet for finding sense of the given word in a
context. They have first created context of word by
considering its following and preceding sentences. In addition,
they have built context of that word from Hindi WordNet
relations. They have included Synonyms, Hypernyms,
Hyponyms, Meronyms and glosses and examples of all them.
Then, both contexts have been intersected and the highest
overlapping context of WordNet will be winner sense. They
have tested this approach on different domain corpus of Hindi.

Ref. [4] An Unsupervised Approach to Hindi Word Sense
Disambiguation was for Hindi language and authors have used
unsupervised approach for word sense disambiguation. The
authors have created a decision list using un-tagged instances
from which some are manually provided. First stemming was
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performed to get the root word, then stop words were removed
from the context text. Decision list is further used for
annotating those words which are ambiguous with its right
meaning in the given context. 20 ambiguous words were taken
for experiment and evaluation was done on those 20 words
with its multiple senses from Hindi WordNet. Training set was
of 1856 words and testing data was 1641 words. Accuracy was
the measure of performance. The research investigation
proves that stop word removal improves the performance of
given approach. Stemming also does the same thing.

Ref. [5] Measuring Context-Meaning for Open Class Words in
Hindi Language, authors have discussed in this paper, the
word sense disambiguation for Hindi language with use of
graph connectivity measures and Hindi WordNet. For graph
connectivity measure based on graph clustering, they have
considered denseness, graph randomness, edge density.
Method was tested on 500 Hindi sentences of Hindi WordNet.
They have proposed node neighbors and graph clustering for
sense disambiguation from which node neighbors was giving
better performance.

Ref. [10] Performance Comparison of Word Sense
Disambiguation Algorithm on Hindi Language Supporting
Search Engines, Hindi language search engines also have the
problem of word sense disambiguation. Highest sense count is
the method used by authors for sense disambiguation. Their
approach works better with Google. The main goal of this
research was comparative analysis of word sense
disambiguation algorithms on different Hindi search engines
which are Guruji, Raftaar and Google. They have calculated
Sense Count (SC) to detect ambiguity. In addition, calculated
Phrase Frequency that is occurrence count of query phrase in
documents also from test corpus it counts gloss and hypernym.
For which value of sense count is highest decides the context
of that document. Experiment result gives better result in
Google.

Ref. [11] Mining Association Rules Based Approach to Word
Sense Disambiguation for Hindi Language, Authors have
applied the Data Mining concept here by using Association
Rule Mining method to find sense of ambiguous word with the
help of Hindi WordNet of IIT Bombay. They have
experimented this on one sentence containing total 6 nouns.
This experiment was only for nouns. They got 72% average
precision for given sentence.

Ref. [12] Evaluating Effect 0f Context Window Size,
Stemming and Stop World Removal on Hindi Word Sense
Disambiguation, Aim of this paper is to analyses how stop
word removal, stemming and context window size affect the
result of sense disambiguation in Hindi. They have manually
created sense-tagged corpus which contains only nouns of
Hindi words. They have used Hindi WordNet prepared by IIT
Bombay for sense definition . They have first created context
vector using four cases. First case was without stemming and
stop word removal, second was with stemming, third was with
stop word removal and fourth one was with stemming and

stop word removal. Then they have created sense vector from
dictionary. Then they have found similarity between context
vector and sense vector then counted sense score. One with
highest sense score gives sense for ambiguous word.

III. PROPOSED WORK

From literature review it has been observed that techniques
do not provide effective result of sense disambiguation. Other
parts-of-speech except nouns are still lacking in research.
Indian language is also lacking in research work. So, the main
concern of this proposed work is Hindi which is an Indian
language and to improve the performance by combining the
Unsupervised approach with Knowledge-based, which is
Hindi WordNet product of IIT Bombay. It has also been
observed that only intersecting context with knowledge-based
dictionary does not give accurate result as context may not
contain necessary information for sense disambiguation.
So, clustering techniques from unsupervised approach is used
here with Hindi WordNet, as cluster output contains similar
group of words so it can provide better result than only
considering context. Following flow diagram will explain how
clustering techniques will work with Hindi WordNet to
disambiguate senses.

Flow of Proposed Work
Following steps are carried out in the present work:
A. Pre-Processing

Pre-Processing includes Tokenization, POS tagging,
Stemming and Stop Word Removal. POS tagging will give
Part-of-Speech tagging, means whether it is a noun, an
adjective, etc of word in sentence. Then stemming is applied
which convert word into its root form by removing suffix from
the word. Next stop words are removed from the text as stop
words have no meaning for word sense disambiguation.
B. Context Vector Creation

Context vector of word is 2 words left from the word and 2
words right from the word which is standard for creating this
vector,their part-of-speech and co-occurrence of those words
with a word for which context vector is created.
C. Co-occurrence Matrix Creation

First, the total number of words in the text is counted. Suppose
total numbers of words are N, then size of matrix will be N ×
N, and entries of matrix are co-occurrence to that pair.
D. Pointwise Mutual Information (PMI) weight
PMI is Oldest and most used in computational linguistics. In
information theory, PMI quantifies extra-information (in bits)
about possible occurrence of w2 when we know that first word
is w1 [16]. The formula:

(1)

It is logarithm ratio of empirically estimated probability of
bigram and theoretical probability under independence
logarithm of ratio of P(w2|w1) which is probabilities of
appearing second word if the first word has appeared to P(w2)
which is probability of second word independently of context
[16]. Apply usual maximum likelihood estimates C() is a



counting function; which count how many times w1, w2

occurs together.):

We need to take logarithm of

Given

We derive

(2)

As shown from equation we will count PMI measure for every
pair words in context vector.

Fig 1. Flow Diagram of Proposed Work
E. Similarity Measure
Similarity measures create matrix for all similarity measures.
Calculation of similarity measures is described as follow.
1. Cosine Similarity
The cosine similarity is mostly used to fine similarity between
two vectors. It calculates cosine angle between vectors. Result

of this similarity is the matrix form which tells how one word
is similar to other word [14].

(
3)

(4)

Above formula is used to calculate cosine similarity. Here, a
and b are word vector, which are created from co-occurrence
matrix.
2. Jaccard Similarity
To find similarity among documents, Jaccard Similarity is a
simple yet very intuitive measure [14]. Following equation
defines it:

5)
Using principle of Inclusion and Exclusion above equation
reduces to following form:

(6)
Where:

i = [0... n-1], where n is number of times term occur in term-
document matrix.
3. Dice Similarity
Dice similarity is defined as

(7)
Where:

i = [0... n-1], where n is number of times term occur in term-
document matrix.
F. Clustering Technique
Hierarchical Clustering Algorithm
Algorithm works on distance or similarity matrix. We have
used three similarity matrices as described above. Therefore,
algorithm is producing result set for each similarity.
In starting, we have N items which is total number of input
words to the process and similarity matrix of dimension N * N.
we have used average linkage clustering algorithm here as it



produces better result than single linkage and complete
linkage. Algorithm is as follow:

 First give each item to a cluster. We have N words so N
clusters are there. Take distances or similarities among
clusters as same as the distances or similarities among
the items that clusters have.

 Now find the clusters which are closest and merge
them in a one cluster, thus one cluster will be less.

 Now calculate the similarities or distance between
newly created cluster and the clusters which are old.

 Until all words are clustered into one single cluster
which will have size N repeat steps 2 and 3.

Step 3 has following procedure to find distances between
clusters:
In average linkage, the average distance between pairs of
observations is used to calculate the distance between clusters.
Average linkage yields clusters with same variance.
It uses following formula to calculate this distance:

(8)

Where K and L are two clusters, x is observation of clusters
and i and j are used to iterate all observation from clusters.
NKand NL are total number of observation in cluster K and L
respectively.
G. Overlapping with Hindi WordNet
For finding sense of word we use Hindi WordNet. The cluster
result is a bag of words for input words. First step is finding
the synsets, glosses and examples and Hindi WordNet
relations of each word. Then cluster result of those words will
be intersected with those synsets, glosses, examples,
hypernyms and hyponyms of Hindi WordNet relations.
Synsets means synonyms of word; glosses means textual
definition of synset; examples tells synset usage; Hypernym
called is-a relationship, for example color is hypernym of blue;
hyponym is inverse of hypernym. For each sense count is
noted for intersection.

Fig 2. Overlapping cluster result with Hindi WordNet Synsets

Sense for which count is highest is correct sense for given
word and if intersection result is null then result is no match of
that sense.
Hindi WordNet
The Hindi WordNet gives various lexical and semantic
relations that exist among Hindi words. It also includes
glosses and examples for each word. Authors from IIT
Bombay have taken inspiration from English WordNet to
create Hindi WordNet[15].

Construction of this WordNet is still going on to include all
the Hindi words. Current status of Hindi WordNet is as
follows:
26,208 are the numbers of Synsets present in WordNet and
56,928 are total unique words available in it [15].

IV. EXPERIMENT SETUP

Experiment is conducted on different input words from
different domain. First 246 input words are from History,
second 1279 input words are from Social study, and 2672
input words are from Short story. Results vary according to
the number of input words and according to similarity
measures. Following two tables describe overall result of
clustering techniques. Table1 shows results of overlapping of
Hierarchical clustering results with Hindi WordNet.

V. RESULT

If only context is used to overlap with knowledge-based
dictionary, then it does not give required output, as context
does not contain all the information required for sense
disambiguation. Clustering technique gives similar group of
words and with knowledge source it gives better result

TABLE 1. Result of Overlapping
Similarity Measure Input words Precision (%)

Cosine 246 81.64
Jaccard 246 80.38
Dice 246 79.74
Cosine 1279 75.94
Jaccard 1279 75.80
Dice 1279 74.24
Cosine 2672 75.56
Jaccard 2672 75.21
Dice 2672 74.17

TABLE 2. Result of previous approaches
Approach Input words Result

Knowledge-based
with context[1]

Tested on
different domain
(only for noun)

40% - 70%
varies according

to domain

Node neighbors
connectivity[5]

1200 60(Accuracy %)

Graph clustering[5] 1200 41.25(Accuracy
%)

Genetic algorithm[9] 12( only for
noun)

91.6(Recall %)

Mining Association
Rule[11]

6( only for
noun)

72(Precision %)

Unsupervised
approach with
decision list
classifier[4]

20 82 (Accuracy %)

Graph based
approach[13]

913(only noun) 65.17 (Accuracy
%)

From experiment, it is clear that Hierarchical clustering gives
better result than previous approaches, which are shown with
result in TABLE 2. Hierarchical clustering gives different
precision for three of similarities, that is 81.64% for Cosine,
80.38% for Jaccard and 79.74% for Dice similarity on 246



input words from History domain. Performance depends on
the number of input words plus from which domain corpus
was. It has also been observed that results were not varying
much when input words were 1279 and 2672. Also, for some
words all three similarities gives different sense plus for some
words cosine gives wrong sense but jaccard and dice gives
correct sense for same word and vice-versa.

VI. CONCLUSION AND FUTURE WORK

This is the first experiment, which uses clustering techniques
with knowledge base for Hindi language. Overall precision
varies from 74% to 82%. It is better from previous approaches
as it works for nouns, adjectives, adverbs and verbs, etc. For
future work, other clustering which are applicable for sense
disambiguation can be taken into consideration and result can
be evaluated with large number of input words and with other
domain.
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  Abstract—The motivation behind the work is that the prediction of 

web user’s browsing behavior while serving the Internet, reduces the 

user’s browsing access time and avoids the visit of unnecessary pages 

to ease network traffic. This research work introduces the parallel 

Support Vector Machines for web page prediction. The web contains 

an enormous amount of data and web data increases exponentially, 

but the training time for Support vector machine is very large. That 

is, SVM’s suffer from a widely recognized scalability problem in 

both memory requirement and computation time when the input 

dataset is too large. To address this, we aimed at training the Support 

vector machine model in MapReduce programming model of 

Hadoop framework, since the MapReduce programming model has 

the ability to rapidly process a large amount of data in parallel. 

MapReduce works in tandem with Hadoop Distributed File System 

(HDFS). The so proposed approach will solve the scalability problem 

of present SVM algorithm. The performance of the proposed 

approach is evaluated in amazon cloud EC2 using cloud-based 

Hadoop. Our experiments show the effectiveness in term of training 

time and improved the preprocessing time. We find in our research 

study that a number of nodes increased the training time of proposed 

algorithm is decreased. We checked that parallelization of SMO has 

no more negative effect on accuracy level as compared to the 

standard approach. 

 
Keywords— Web Page Prediction, Support Vector Machines, Hadoop, 

MapReduce, HDFS,Amazon EC2. 

  

I. INTRODUCTION 

    Web page prediction [1] is a kind of classification problem 

which helps to predict the next such set of web pages that a user 

might visit based on the knowledge of access behavior of the past 

visited web pages. It needs the understanding of mining the web 

usage patterns. The goal of web usage mining is to find and 

analysis of usage patterns from web server logs. 

    In Web page prediction, we have the source of input data is 

actual user sessions. The user sessions give the information 

regarding the sequence of page visited by a user in given time 

span. The data regarding the path visited, browsing rate and  

relative duration of access time is considered while discovering  
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 user’s interest on the web.  

    In Web page prediction, two main challenges that we have 

faced name as preprocessing and prediction challenges. 

Preprocessing challenges are, handling the huge amount of data 

that generally cannot be loaded in memory in a single scan, 

choose the perfect size of sliding window, recognizing sessions. 

Prediction challenges are the limitation of memory, needs more 

time for training and prediction and accuracy of the classifier are 

lower. To address these challenges, we want to implement the 

web page prediction problem using MapReduce programming 

model of Hadoop framework. Apache Hadoop is an open-source 

software framework for distributed storage and handling a large 

amount of data. MapReduce programming model of the Hadoop 

framework has the ability to process a very large amount of data 

in distributed manner. 

 

     This paper covers various sections. Section II describes 

literature survey. Section III describes about background study. 

Section IV describes problem gap. Sections V describes proposed 

approach. Section VI describes experimental results. Section VII 

describes Conclusion and future work. 

 

 

II. LITERATURE SURVEY 

A. Related Work 

     The idea behind of the Markov model [2, 3] is to forecast the 

next web page depending on the history of previous web pages. 

The Kth-order Markov model is defined as that a user will visit 

kth page when he or she has visited k-1 page. But, the problem 

with Markov model is that it cannot forecast for a session that did 

not appear in the training dataset. In all-Kth Markov model [2, 3], 

we generate all orders of Markov models and utilize them 

collectively in prediction. It predicts the next page by constructing 

all order of Markov if gets fail then it use another order Markov 

model. Compare to Markov model, it gains far better prediction 

and when all Markov models fail than it becomes fail also. The 



 

   

 

 

goal of modified Markov model [2] is to consider the different 

order of web page as a same, hence it reduce its size. That means 

session <a, b> is consider same as session <b, a>. 

 

    In [4], propose an algorithm based on longest common 

Subsequence concept for web page prediction. In his research 

work, they divide architecture in two main phase: offline phase 

and online phase. In [5], propose an algorithm based on weighted 

algorithm rule. The approach will use three parameters name as 

page frequency, page time spent and page click history to assign 

a quantitative weight to each page for a user. After that based on 

the weight of each page, it recommends to users. 

    In [6], proposed a hybrid approach using the artificial neural 

network. They used backpropagation algorithm for multilayer 

neural network learning and prediction. Problem with the present 

approach is that they are costly and very complicated for large 

datasets. Large data sets are not possible to train using these 

hybrid approaches. In [3], proposed a hybrid approach using 

Support Vector Machines.  

    In [7], proposed distributed support vector machine (DSVM) 

algorithm that finds support vectors (SVs) on strongly connected 

networks. In [8], proposed parallel optimization methods for 

Kernel Support Vector Machines on multicore CPUs and GPUs. 

In [9], had an algorithm that implemented distributed processors 

into cascade top-down network topology, namely Cascade SVM. 

III. BACKGROUNG STUDY 

A. Apache Hadoop Framework 

     Apache Hadoop [14] is an open source software framework 

for distributed storage and handling and processing large amount 

of data.  

The Apache Hadoop framework includes following modules: 

 Hadoop Common 

 Hadoop distributed File System (HDFS) 

 Hadoop YARN 

 Hadoop MapReduce 

B. Hadoop Distributed File System  

    Hadoop Distributed File System [15] is extended version of the 

Google’s Google File System (GFS). The work of HDFS is 

responsible for storing the data on a cluster of machines. There is 

single node and multiple nodes possible in HDFS. Master node 

contains meta information of the file. By default, HDFS divide 

the data into 64MB block and divide among the nodes in the The 

client sends a request of a file to the Name Node only.  HDFS has 

mastered and slave architecture. An HDFS cluster has a one name 

node, a multiple data nodes 

Fig. 1.  Architecture of HDFS [15] 

C.  MapReduce Programming Model 

      MapReduce [10, 12] is a programming model and an 

associated implementation for processing and generating large 

data sets with a parallel, distributed algorithm on a cluster. Users 

specify a map function that processes a key/value pair to generate 

a set of intermediate key/value pairs, and a reduce function that 

merges all intermediate values associated with the same 

intermediate key. 

D. Data sets Preprocessing 

     In [11], proposed various tasks related to preprocessing that 

need to be performed before giving input to any classifications 

algorithms. Source of input data to the preprocessing step is 

HTTP web server log. And we will use same for our collected 

web server logs. They describe the following steps: 

 

 Collect required Web server log files, which contains all 

information about visitor’s activity by the Web server 

when it service user request. 

 Next, a step is to clean the log file by finding irrelevant 

log entry. It includes URL with image extension like jpg, 

gif etc., scripts can be removed.  

 Next step is to identify the unique users from the log file. 

It is possible that same ip may have assigned to the 

different user in the different network. This kind of 

situation can be solved by checking browser information 

of log entries. 

 Next step is to find the session of the particular user from 

log files. 

E. N-Gram Representation of Sessions 

     N-gram [1, 2] means subsequence of N contiguous items 

within a sequence of items. N-gram can be represented in the form 

of tuple <n1, n2…..nn> to represent  the click stream. For 

example, the n-gram <P1, P2,P3,P4> for some user A, it means 

that user A has visited web page in the sequence of web page 1, 

 



 

   

 

 

web page 2, web page 3, web page 4 and each number has the 

corresponding URL. 

F.  Feature Extraction 

      In [3], Proposed feature extraction and we have employed it 

on our research work, as we know the source of input data is 

server log and it contains limited amount of information like 

timestamp, URL visited etc. Among all information many of are 

useless for web page prediction that means we have limited 

amount of features in the log entry, so we need to extract more 

feature.  

G. Support Vector Machines 

      A Support Vector Machine (SVM) [16] is a classifier and it 

defined by using a separating hyperplane. For the set of input 

example, SVM maps each of example to one of the categories, 

results of SVM training is the model that help to predict the new 

example to one of these class. The goal of SVM is to find a 

maximum margin hyperplane that divides the data into two sets. 

The training vector near to the hyperplane is defined as support 

vector. 

 

Fig. 2.  Support Vector 

H. Multiclass classification 

     In case of multiclass data sets[16], there are two main schemes, 

namely: 

 One-vs-one 

 One-vs-all 

   

     The one-vs-one approach makes a classifier for each pair of 

classes. The total number of classifiers computed is n(n−1)/2, 

where n is the number of classes in the data set. A new instance x 

belongs to the class upon which most classifiers agree, i.e., 

majority voting. One-vs-all creates a classifier for each class in 

the data set against the rest of the classes. Both are basically 

extensions to the binary classification of SVM. 

I. Why SVM?? 

 Stable with the changes on data 

 SVMs classification shows greater accuracy in 

predicting seen as well as unseen data as compared to 

Markov model 

 The Diversity of the kernel tricks for different problems. 

 High accuracy 

 

IV. PROBLEM GAP 

      For classification using support vector machine, WEKA Tool 

[17] is available. Weka is java based open-source software 

framework and it has various machine learning algorithms.  

     For the experiments we used, WEKA version 3.6, Operating 

System: 64-bit Windows 7 Home Premium with Intel Core i5 

CPU @ 2.30 GHz and 3 GB of RAM. Also, we take the 

preprocessed dataset in ARFF format from the library of the 

university of British Columbia (UBC). 

 

Dataset name: Amazon 

Record: 1050, 1065, 1080 

Class: 50 

 

    We used LIBSVM [19] library in weka for the experiment 

purpose and set the parameter like SVM type, kernel type etc. 
TABLE I. SVM Training Time in Weka 

 

No of Instance & Size 

of file 

Training Time (sec)  

 1050 (20.3 MB) 55.36 

 1065 (20.6 MB) 58.78 

 1080 (20.9 MB) 60.03 

 

     Awad et al. [3] perform the experiments and saw that for 5430 

different web page, they need to create 5430 classifiers, so total 

time of training for SVM is 26.3 h. 

A.  Problem Statement 

     From the above result we noted, when the size of training data 

increase it will increase the training time proportionally and 

having the lower prediction accuracy. At some point, weka will 

not work because of computation power and memory limitation 

of the system itself. So we have to come up with new approach 

that parallelize the computation and improve the accuracy and 

lower the training time when the source of input data is too large. 

V. PROPOSED APPROACH 

     As we discussed earlier, prediction of web user’s browsing 

behavior using support vector machines and other classification 

algorithm with big data is having extensive training and 

prediction time and low prediction accuracy. So we have to 

 



 

   

 

 

overcome this scalability problem by using parallel processing 

using Hadoop framework with MapReduce programming model. 

A.  Logical Design of Proposed Work 

Fig. 3.  Overview of Proposed System 
 

B.  Proposed Parallel SVM Training algorithm 

Input:  Training dataset having feature and class label of each 

session 

Output: Resultant Model 

Divide dataset into pair of class 

1. Algorithm of Mapper in MapReduce for training 

I. Read input training file. 

II. Train each session in the divided dataset using 

SVM classification.  

III. Output the model along with the number of 

local support vector, alpha array and bias etc. 

2. Algorithm of Reducer in MapReduce for training 

I. Take input from the mapper. 

II. Compute the global SVM model by combining 

all the support vectors generated by the 

different model and measure the overall 

training time. 

C.  Design of Proposed SVM training algorithm 

Fig. 4.  Parallel SVM Training Algorithm 

D Proposed Parallel SVM Prediction algorithm 

Input: Testing dataset, model 

Output: Next page prediction for each of session in 

testing datasets 

1. Algorithm of Mapper in MapReduce for Testing 

I. Read the input testing file and model.  

II. Predicting next web page for each session in 

testing set by consulting with different 

classifiers or models. 

III. Write the output into the file. 

2. Algorithm of Reducer in MapReduce for Testing 

I. Take input from each mapper. 

II. Merge the file generated for each mapper 

process. 

III. Measures overall prediction time and accuracy 

of the model. 

VI. EXPERIMENTAL RESULTS 

A.  Experiment Setup 

     For the experiment of single node Hadoop cluster based 

approach we used Operating System: 64-bit Ubuntu 14.04 LTS 

with Intel Core i7 CPU @ 2.20 GHz and 4 GB of RAM, Hadoop 

1.2.1, JDK 1.7 and Eclipse Kepler. In which all daemons are 

running on the single machine.  

      For the experiment of multi-node Hadoop cluster based 

approach, we have setup cluster on amazon web service cloud 

using elastic cloud computing (EC2) [18]. For our series of 

experiments we have used t2.micro instance which is based on 

Intel(R) Xeon family CPU @ 2.5 GHZ processor with 1 GB of 

RAM, 8 GB hard disk and operating system is 64 bit Ubuntu 

Server 14.04 LTS. Hadoop 1.2.1 and 64 bit OpenJdk 1.7. For the 

experiments, we have setup 1 node, 2 nodes and 3 nodes Hadoop 

cluster. The multi-node cluster is made up of a total 3 nodes 

means 1 node as Name Node and 2 nodes as Data Node. Similarly 

for 2 nodes. 

B.  Datasets and Data Preprocessing 

Http log from NASA server[20]: 

Description: 

We have collected two months Jul and Aug of all HTTP 

requests from the Internet. 

Log Entry: 

133.68.18.180 - - [01/May/1998:00:01:48 -0440] "GET 

/persons/nasa-cm/jmd.html HTTP/1.0" 200 4067 

 

 



 

   

 

 

In the preprocessing step, we have first removed irrelevant log 

entry like HTTP code and we kept HTTP 200 code log entry.Also 

removed entry containing image file extensions like .gif, .jpeg etc 

because when we request any pages, associated images will be 

download too and create log entry. For identification of sessions, 

we used 15 minutes as default time for experiments that means if 

the user page request exceed 15 minutes then it creates new 

sessions. We have used sliding window size 3 for experiments, 

after extracting the feature as defined in an earlier section and 

represent the sessions in lib SVM format. Table II shows 

preprocessing time of input weblog in different approaches.  

 
TABLE II. Summary Results of preprocessing in different approaches 

 

C  SVM Training 

     For the training, we have used Fast training of SVM using 

sequential minimal optimization [13] and extended, implemented. 

We took the data from preprocessing step of feature extraction. 

For the series of experiments, we have considered 10 most 

accessible URL from log files. Each session has 7 features that 

we have generated in feature extraction step. We have used One 

VS One approach for SVM training due to its work on the subset 

of data. 

     Fig. 5. Indicate the training overhead of sequential SMO 

versus parallel SMO. From that, we see that if the training 

instance is smaller than SMO work better than proposed 

approach.But when the size of training instance increase than 

proposed approach is better than the Sequential SMO. 

 

     Fig. 6.  saw the training overhead of parallel SMO on a 

different number of nodes on Amazon Cloud EC2. From that, we 

see that if the node is increased in the cluster than corresponding 

sessions training time is decrease. 

 

     Besides that, we evaluated the accuracy of standard SMO and 

parallel SMO in classification .we randomly check the different 

session and average accuracy level considered. It is clear that 

parallelization of SMO has no more negative effect on accuracy 

level as compared to the standard approach. The results show that  

parallel SMO achieves 89 % which is same as the sequential 

SMO. 

 

 
Fig. 5.  Comparison of SMO and PSMO training time 

 

 
Fig. 6.  Comparison of PSMO training time on different number of 

node in Amazon cloud EC2 

 

VII. CONCLUSION AND FUTURE WORK 

      Web page prediction is important since the prediction of the 

user’s browsing behavior reduces the browsing access time and 

avoids the visit of unnecessary pages, to ease network traffic. 

According to our observations, Support vector machine and many 

other machines learning algorithms do not fit when the source of 

input data is too large. We have proposed parallel support vector 

machines for web page prediction based on MapReduce 

programming model and runs on Hadoop framework. It removes 

scalability problem of present SVM algorithm. From the 

experiments, we have improved the preprocessing time by 
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comparing the results with non-Hadoop based approach and 

Hadoop-based approach. Besides that proposed parallel SVM 

algorithm reduce the training time compare to sequential SVM. 

We have also checked the performance of SVM training 

algorithm by considering different node on cloud-based Hadoop . 

We checked that parallelization of SMO has no more negative 

effect on accuracy level as compared to the standard approach.  

     In this research work we have used one vs one approach and 

we are planning to check the results against the one vs all 

approach of multiclass classification. In future, we will also check 

the performance of proposed algorithm in heterogeneous 

environments. 
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Abstract - A brain-computer interface (BCI), also referred to as
a mind-machine interface (MMI) or a brain-machine interface
(BMI), provides a non-muscular channel of communication
between the human brain and a computer system. With the
advancements in low-cost electronics and computer interface
equipment, as well as the need to serve people suffering from
disabilities of neuromuscular disorders, a new field of research
has emerged by understanding different functions of the brain.
The electroencephalogram (EEG) is an electrical activity
generated by brain structures and recorded from the scalp
surface through electrodes. Researchers primarily rely on EEG
to characterise the brain activity, because it can be recorded
non-invasively by using portable equipment. The EEG or the
brain activity can be used in real time to control external
devices via a complete BCI system. A typical BCI scheme
generally consists of a data acquisition system, pre-processing
of the acquired signals, feature extraction process,
classification of the features, post-processing of the classifier
output, and finally the control interface and device controller.
The post-processed output signals are translated into
appropriate commands so as to control output devices, with
several applications such as robotic arms, video games,
wheelchair etc.

Keywords- Brain-Computer Interface; Electroencephalography;
Neural Activity

I. INTRODUCTION
The ability to communicate brain activity with the

peripheral devices is possible through advancements in
cognitive neuroscience and brain imaging [1]. The
technology has put the brain thought process to be able to
monitor or control an activity in real-time. This technology
is highly beneficial to the disabled individuals who find it
very difficult to communicate. A brain-computer interface
(BCI) can assist people with severe motor disability1,
supporting biofeedback training to a patient suffering from
the stroke, epilepsy2 or attentional deficit hyperactivity
disorder (ADHD)3. The electrodes (sensors) record the
change in electrical potential, magnetic field and metabolic
supply of ions generated due to the excitation and
inhabitation of neural networks based on the brain activity.

A. What is BCI?
A Brain-Computer incapacity Interface (BCI) technology is
a means of communication that allows individuals with
severe movement disability to communicate with external
assistive devices using the electroencephalogram (EEG) or
other brain signals [2]. The brain is composed of more than

1 Motor disability is a disability that affects a person’s ability to learn motor
tasks such as moving, walking, running, etc.
2 Epilepsy is a type of neurological disorder of the nervous system.
3 ADHD is a childhood behavioural disorder that can continue through
adulthood. Symptoms include difficulty staying focused, paying attention
etc.

100 billion neurons [3]. Basic and clinical
research has yielded detailed knowledge
of the signals that comprise the
information from these neurons. Recording
of these signals gives the (EEG) [4]. The BCI system should
be able to classify different EEG signals of brain activity as
accurately as possible and the BCI user should learn to
produce distinct brain signals to perform the different task.
BCI has become a synergetic combination of computational
neuroscience, physiology, engineering, signal processing,
computer science and several interdisciplinary types of
research. Research groups have been focusing on several
areas ranging from light and television control, yes/no
questions, text processing, wheelchair control, robotic
prosthetics, autonomous vehicles, auto calling using brain
activity, virtual reality games etc. [5] [6] [7] [8].

B. Early History
Richard Caton in the year 1875, first recorded EEG

signal from the cortical surface in animals, and later a
German neuroscientist Hans Berger discovered electrical
signals from the human brain using EEG in the year 1929
[9]. Berger also recorded Alpha Waves (frequency 8-10 Hz)
from the human brain for the first time. Adrian and Matthew
[10] and Adrian and Yamagiwa [11] discovered that EEG
signals varied at different locations on the head and
suggested the standardized position of electrodes over the
scalp. Later in the 1970s, the Defence Advanced Research
Projects Agency of USA initiated a programme to further
explore EEG activity. Until this stage, the research on EEG
was limited to clinical diagnosis and exploring the brain
function only.

C. Advancement.
Until 1995, very few research groups worked on BCI.

However, with the advancement in technology and over
time, several research teams were involved within this
interdisciplinary field of BCI and its applications. The BCI
Information Transfer Rates (ITR)4 increased from 5-25
bits/min [12] to 84.7 bits/min [13]. The improvement in
BCI is based on four factors. The first and foremost is that
the lives of ‘locked-in’5 patients will be improved
considerably with the advancement in BCI technology. With
the use of BCI, totally ‘locked-in’ patients will be able to
make their life more productive, although the means of
communication and control will still be limited. The second
factor is an increase in the understanding of nature and the
functionality of EEG and related brain activity. With further
research in this area, new means of recording brain signal

4 ITR is a ratio of information bits to total bits per character.
5 It is immobile condition of body due to a stroke which damages part of
brainstem.
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activity may come up, which may give us ideas to understand
the advanced functional operation of brain activity. The third
factor is the availability and advancement in low-cost
microelectronics, which will enable BCI users to perform
complicated tasks through embedded circuits. Lastly, it is the
recent surge in advanced machine learning algorithms and self-
decision making approaches that may help to further explore
the boundaries of brain-controlled applications.

II. BRAIN COMPUTER INTERFACE: BASIC
Neurons are the micro-processing stations interconnected

with each other [3]. In general neurons have four
functionalities: input, trigger, conduction and output [4]. BCI
uses the information in the form of the electrical signals
generated by either firing or inhibition of these neurons. Based
on training/experience, the neurons fire when the severity of
the data is above the threshold value, or inhibit if the severity
of the data is below the threshold value [14]. The brain is
divided into 52 discrete local points and named as
cytoarchitectural map [15]. A particular neuron activated on
the scalp as electrical pulse or magnetic field based on visual,
listening, speaking, physical movement or other routine
activity. The signal transmission takes place from one neuron
to another through the synapse [3]. Fig. 1 depicts function of
BCI from input to the real-time actuation.

The major phases of BCI are:
1. Data Acquisition
2. Signal Processing & Classification
3. Computer Interface
4. Application

A. Data Acquisition
In the BCI, signal acquisition is usually done using three

approaches; invasive, partial invasive and non-invasive.
Invasive- is a method of reading brain signal from inside of

a grey matter of the brain. The brain signals are taken directly
from the cerebral cortex of mind; electrophysiology is an
example of this method. This acquisition method requires brain
surgery, to place the electrode or sensor inside the skull so that
one gets the highest quality of signals. William Dobell devised
the invasive technique by implementing 68 electrodes into
Jerry’s visual cortex in 1978 [16]. This technique provides
functionality to paralyzed people, but signals become weaker
or even lost as the human body has natural characteristics to
oppose foreign implantation of an object in any part of a body.

Partially Invasive- is another method of reading brain

signal from the skull by the implantation of BCI device outside
the grey matter. Electrocorticography (ECoG) is a type of
partially invasive BCI [17]. Compared to invasive BCI, the
signals acquired using partially invasive method is weak while
better than noninvasive. However, it does have the less risk of
scar tissue formation as compared to invasive BCI. In this
approach, a thin plastic pad is placed above the cortex. Eric
Leuthardt and Daniel Moran from Washington University in St.
Louis used this first in 2004 [18]. The researchers succeeded to
enable a boy to play Space Invaders using his ECoG implant,
but they concluded that controlling the kinematic BCI devices
having more than one dimension of control are difficult to
control [19].

Noninvasive- is the most popular neuron signal imaging
method in which electrodes are mounted on the scalp of a
person for the acquisition of the EEG. This approach provides
reasonable signal quality with low cost and is easy to use.
However, the acquired EEG signal is noisy compared to the
one obtained using invasive means [20]. There are several non-
invasive signal acquisition techniques besides the EEG; such
as Magnetoencephalography (MEG), Magnetic Resonance
Imaging (MRI) and Functional Magnetic Resonance Imaging
(fMRI) and P-300 based BCI, Positron Emission Tomography
(PET) [4]. In MEG, superconducting quantum interface
devices (SQUIDs) arrays, developed by James E. Zimmerman,
to record magnetic fields produced by electrical current
flowing naturally in the brain neuron network [21]. In 1968,
David Cohen, the physicist of University of Illinois first
measured the MEG signals with copper induction coil as a
detector [22].

The fMRI is a type of MRI scan that measures the
hemodynamic response (change in blood flow) generated by
the neural activity of spinal code [23]. The relatively low
invasiveness, the absence of radiation exposure and a relatively
wide availability, makes fMRI very popular. MEG, Positron
Emission Tomography (PET) and fMRI are still technically
demanding and expensive methods. In addition to this, PET
and fMRI have large time constants and thus are less
responsive to rapid communication. At present only EEG is
widely used for real-time applications, as it has relatively short
time constant and involves easy to use equipment for non-
muscular communication. Adrian and Matthews’s
recommendation to standardise the position of electrode after
which the International Federation of Societies for
Electroencephalography and Clinical Neurophysiology
recommended a specific system of electrode placement for in
all laboratories under the standard condition. The standard
placement recommended by the American EEG society for use
in the International 10-20 system is for 21 electrodes [24].

The conventional approach to acquire EEG signals is by
using wet Ag/AgCl electrodes. However, this approach has
limitation in the form of several minutes of preparation time to
mount the electrodes. The conventional wet electrode
characteristics have been studied to a great extent and stated in
detail with their applications in [25]. This method uses



conductive gel which inevitably leaves residues on the scalp,
short circuit may take place because of leak out of gel, and
electrode placement is time-consuming, uncomfortable, and
painful for the subject. Repeated use of gel may also induce
allergic reactions or infections. Also, the signal quality may
deteriorate over time period as the skin regenerates and/or the
conductive gel dries. To overcome all these problems of
conventional wet EEG electrodes, a modern fabrication system
called Microelectromechanical Systems (MEMS) is used to
design and fabricate dry MEMS electrodes to acquire EEG
signals [26]. The EEG signal acquisition process [27] [28] of
recording the brain's spontaneous electrical activity usually
requires a typical time period of 20–40 minutes per run, by
mounting multiple electrodes (sensors) at particular locations
on the scalp. The electrodes are also categorised as active and
passive. The passive electrode collect signal, which is
amplified for further feature extraction and translation. From
sensing to amplification, voltage drop occurs as the signals are
in µv range, and leads to loss of information. The active
electrodes collect signals and at the same time it’s amplified
which provide a good strength of signal for the further process.

B. Signal Processing and Classification
In all non-invasive EEG acquisition process, the input

signals are always recorded with some unwanted data i.e. noise.
Electronics interference, electromyography (EMG) signal
evoked by muscular activity and ocular artifacts (Eye blinking)
also gets recorded along with EEG. These unwanted
components may lead to wrong conclusion, so the acquired
input signals must be pre-processed. Signal processing can be
done in time domain (e.g. neuron firing rates or evoke potential)
or frequency domain (e.g. mu or beta rhythm amplitude) [29]
or one can take advantage of both to improve the performance
[30]. Following are some of the common pre-processing
techniques for filtering noise.

Basic Filtering- Bandstop filter passes most frequencies
unaltered but attenuates in the range of 50 to 60 Hz. However
in the electromyogram (EMG) signal and ocular artifacts affect
a large frequency band, as well as their spectrum, may vary
over the time. So bandstop filters are not effective to arrest
such artifacts. Useful information within the EEG lies within
specific frequency bands; 4-8 Hz (theta band), 8-10 Hz (alpha-
1 band), 10-20 Hz (alpha-2 band), 12-30 Hz (beta band) and
30-100 Hz (gamma band) [31]. Bandpass filter usually extracts
such frequency where the specific range of frequency is
allowed to pass and rejects all the other frequencies.

Adaptive Filtering- The frequency band within which the
artifacts or unwanted signals lay is unknown most of the time
and hence applying bandpass or bandstop filters won’t always
work. The noise filter should adapt to the spectrum of an input
signal, and it should attenuate the input signal in frequency
ranges that mostly contains these artifacts. In addition to this,
the EOG or EMG has a strong correlation with measurement,
which can be used to design adaptive filter

Blind Source Separation- EEG signals can be described to
a good approximation by a fine set of source, identified within
the brain which creates certain components of EEG. EOG and

EMG signals can also be incorporated into the analysis. As
assumption one can remove artifacts generated by a subset of
the external sources and reconstruct EEG. Unwanted data
(signals) must be arrested using adaptive filtering.

Independent Computer Analysis (ICA) decomposes the
noise to statistically independent components. It is assumed
that the number of a source is equal to the number of
electrodes (sensors), input signals are statistically autonomous
and there is no time delay between input and the place of
measurement. There are two major steps of ICA, Centering
and Whitening [32]. Centering subtracts the mean values of the
signals whereas Whitening linear transformation results in
uncorrelated signals with unit variance.

Matching Pursuit Algorithm decomposes the input
signals into several components from the dictionary of Gabor
[33]. EEG signals having a high correlation with this
dictionary is selected and subtracted from it. The process is
repeated till the source signals are represented by Gabor
dictionary components. After comparing the performance of
Self-Organizing Map and Multilayer Perceptron based neural
classifier with the standard Bayes optimal classifier, Barreto et
al. [34] suggested Welch’s periodomances as an effective
feature extracting pre-processing method. Furthermore,
recurrent quantum neural network (RQNN) [35] based filtering
and similar techniques are the future scope in filter design.

C. Computer Interface
The recorded EEG signal can be processed online or offline

for feature extraction in conjunction with computer algorithms.
The feature extraction of EEG signals may be amplitude or
latencies of specific potentials (e.g. P-300), amplitude or
frequencies of specific rhythms (alpha, theta, beta and delta)
[36]. For effective and accurate BCI, it is necessary that the
system extracts the proper feature of a signal and converts it
into meaningful control. The translation algorithms translate
these features into device command or messages which may be
simple or complex neural networks. It must be able to
accommodate, encourage and improve user’s control. Signal
processing techniques are essential but they cannot resolve all
problems. The neurophysiological activation is for feature
extraction while classifier and translation algorithm is obtained
by offline analysis of previously recorded EEG data. These
translation algorithms might use linear [37] or nonlinear
methods [36] and convert independent variables (i.e. signal
features) into dependent variable (i.e. device control
commands).

The user adapts algorithms on three levels, first when user
first-time access to adapt signal feature for example if the
signal feature is mu-rhythm amplitude, the algorithm adjusts to
user range of mu-rhythm amplitude. It adjusts to user
characteristic P300 if the input is P300 amplitude. If the
feature is firing single neuron than it adjust to neuron’s
distinguish firing range. However, the EEG signal affected by
hormonal levels, immediate environment, fatigue, events,
illness, short and long term variation to time so BCI need the
second level of adaptation. The second level of algorithms
takes care of this spontaneous variation to map user signal



input value to device command value. BCI is the effective
interaction of user brain and control device, the above to levels
are not addressing this. The third level of adaption
accommodates and engages the adaptive capacity of the brain.
If the feature is mu-rhythm amplitude then the relationship
between that amplitude and the user’s intent will increase, the
third level rewarding faster communication by accommodating
this. A proper design of the third level of adaption is important
for the BCI growth.

III. BCI CHARACTERISTIC
A. Dependent and independent BCIs

BCI is also categorized as dependent BCI and independent
BCI. In dependent BCI, the brain’s normal pathways are not
used to carry messages, but activity in the process is used to
generate brain activity (EEG). In this process, the brain output
is EEG, but the generation of EEG depends on the projected
direction. A dependent BCI is another method for detecting
messages carried out in brain’s normal output pathway. In
contrast, by any way brain’s normal output pathways are
related to an independent BCI. In an independent BCI, the
normal output pathways of peripheral nerves and muscles do
not have any role. Independent BCIs are more likely to be used
for those people with most severe neuromuscular disability
who lack in all normal output channels of communication.

B. Skill in BCI
To understand speculation of mind, simple BCI evolves

mind reading or wiretapping analogy with a goal to reflect
brain thought process by EEG signal. Electrophysiology
signals are the mere reflection of central nervous system (CNS)
which produces the signal that commands the external world. It
changes a signal such as EEG rhythms and neural firing rate
for control. The brain neuromuscular out channels depends on
the successful operation on feedback, such as dancing, singing,
walking, lifting and touching etc. In the absence of feedback
from a start, motor skill does not develop properly moreover if
feedback lost later on, skills deteriorates. A BCI system must
be provided with feedback and it must be incorporated with
brain to makes it responsive for that feedback, this indicate
BCI system deals with two adaptive controllers: one is brain
and other is BCI itself. So successful BCI system depends on
user’s skill of generating EEG signals which consist of proper
muscle control at the same time it’s required that BCI translate
that control into output which accomplish user’s intent. In the
independent BCI, the response generated towards the desired
letter without any initial training in P300. The adaptive
modification undergoes, once this P300 engaged with the
communication channel, for successful BCI recognition and
productive engagement it’s important. The brain adaptive
capacity can be extended to control various
electrophysiological signal and to increase an amplitude of a
specific EEG feature.

C. The mental strategy
The controlling of computer peripherals is a learning

process with the aim of self-controlling brain cortical potential
shifts or brain sensorimotor rhythms with the help of suitable
feedback. The process does not dependent on continuous
feedback but seeking desired brain potential. The researcher
applied an operant condition to understand the communication
system for the locked-in patient. The motor imagery is another
mental strategy. The researcher concludes this motor imagery
trigger cortical areas similar to those triggered by executing the
same movement. To concentrate on flickering lights, flashed
letters, mental arithmetic and imaging the rotational objects are
the mental task besides motor imagery are appropriate to
modulate the brain signals.

IV.BRAIN-COMPUTER INTERFACE: CHALLENGES
Development of BCI depends on selection of signals, data

acquisition methods, feature extraction methods, translation
algorithms, output devices, depended/ independent modes,
synchronous/asynchronous mode, development of training
strategies, protocols, choice of application and user group.
During movement proprioceptive and another sensory
feedback occurs as part of cortical and subcortical neuron
activity. Without actual movement, it is still not clear that up to
what extent users can produce this activity and other sensory
mobility. With long-term stability whether neuronal activity
can function without movement is yet to be established.
Among the users, an ability to use BCIs and best choice of
BCIs are likely to differ. For long-term assessment of
performance, it is required to evaluate what specific BCIs are
needed in specific user groups. The performance of BCIs
depends on its signal to noise ratio, and also on a variety of
options for improving the signal to noise ratio. Major work is
so far limited to offline analysis, research seeking online
analysis with the comparison of alternative methods.
Translation algorithms convert independent variables (user
input) into dependent variable (control output), a success of
these algorithms depends on appropriate selection of signal
features. Deep study is still required in several of BCI
including signal preprocessing, feature extraction, translating
algorithm, user interfaces etc.

V. TOOLS IN BCI RESEARCH
Several powerful numerical data analysis tools for BCI

research are available such as Matlab, Octave and Scilab for
offline and online mode. Offline mode is not only to determine
reliable and stable classifiers, but also to find frequency range,
feature extraction method’s window length etc. Matlab is one
of the most powerful tools incorporating ANN, signal
processing, fuzzy logic, and other mathematical analysis tools
on a single platform. BIOSIG [38] is a free and open source
library initiated in the year 2003 for biomedical signal analysis.
BioSig library is available for Octave and Matlab as well as
C/C++. For annotated electrocardiogram data, Federal Drug
Administration and Health Level Seven, a healthcare standard
group has proposed XML-based data format. With biosig4c++
data can process with Matlab and Octave. The BioSig provide



common interface to the 50 data formats and 25 supported by
biosig4octmat while the most common format in BCIs are
BCI2000, BioSemi Data Format (bdf), General Data Format
(gdf), BrainVision and other Matlab files [38].

To detect EMG artifacts, BioSig offers several tools as
well as fully automated methods to reduce ocular artifacts. To
implement real-time BCI system within BioSig framework,
rtsBCI modules are available which are also suitable for rapid
prototyping [39]. To efficiently compute and update new
classifier, rstBCI module can be integrated with Matlab, it
contains the function to correct for ocular and facial muscle
artifacts also estimate band power and Adaptive
Autoregressive (AAR)6 parameter and control a virtual
environment [38]. In BCI research software development is a
crucial concern. The software can provide similarities and
dissimilarities in data processing methods and its characteristic
also makes clear hyperparameters for particular algorithms.
With BioSig, BCI researchers avoid reinvention and
duplication for every project.

VI.APPLICATION
Robotics prosthetic or an exoskeleton with brain control are

the applications related to mobility. A first BCI to restore full
body mobility to patients with severe paralysis, Walk Again
Project is under development. With the direct communication
with mouse, monitor and keyboard, BCI has potential to insert
a user into the virtual world, the EPC-Emotive device is an
example of this [40]. Work to create speech using a voice
synthesizer has been presented by Brumberg in 2011 [8]. In
addition to daily activities, environment control, locomotion
and exercise are five potential applications of BCIs.
Asynchronous EEG analysis and machine learning techniques
are used in mobile robot control with non-invasive brain
activity. Abdullah et al. [41] presented an interface for
navigating a mobile robot that moves at a fixed speed in planar
workspace. R. Bickford [42] discussed the research and
clinical applications of the EEG in humans and animals such as
Brain monitoring, Detection of brain injury, stroke and tumour,
Monitor alpha rhythm, Control anesthesia depth, Investigate
epilepsy, Observation of neuromuscular behaviour of epilepsy
drug, Observation of human and animal brain growth etc. To
assist a person on mobility, communication and interaction
with the surrounding many applications have been developed
so far for the lock-in patient which happens to be the main
reason of BCI development. The area of development are
Neuro-prosthetics, [43] robotics wheelchair, autonomous car,
mental disturbance treatment, voice synthesizer and mobile
devices.

VII. CONCLUSION
This survey focused on BCI components in general,

method of signal acquisition, feature identification and
acquisition by the various algorithm, challenges in BCI, tools
used in BCI research and application. BCI is the worship for
physically disabled people, especially locked-in people who

6 A parameter required to extract specific frequency band in autoregressive
spectral analysis

cannot use the brain’s normal output pathways and muscle
movement. BCI techniques vary as per application as well as
require different algorithms for feature identification of the
pre-processed EEG signals and controlling peripheral devices.
The work presented evaluation and current trends in BCI. In
the present scenario, EEG signals can be recorded by invasive
and noninvasive methods. The invasive method records the
EEG signal from inside the grey matter of a brain while
noninvasive records outside the grey matter of a brain.
Noninvasive methods such as EMG, fMRI and NIRS are more
popular and user-friendly as it does not require surgical
implantation. Microelectromechanical system and
Nanotechnology-based invasive methods are open research
problems in BCI. In addition, work also needs to be done to
improve information transfer rate for smooth control of
peripheral devices.

Non-invasive BCI records the brain signals with inherently
embedded noise which may include electromyography, signal
evoked by muscular activity, eye blinking etc. These unwanted
components can be filtered out with appropriate filters and
algorithms through several platforms as GNU Octave, FreeMat,
Scilab and MATLAB tools. Appropriate features can only be
extracted if the input signal is a true estimation of the thought
process. Therefore, there is a lot of scope in the field of BCI
research, which begins right at the state of EEG acquisition
itself. The BCI application such as light and television control,
yes/no questions, text processing, wheelchair control, robotic
prosthetics, autonomous vehicles, auto calling using brain
activity and virtual reality games has extended the boundaries
of research and become a truly inter-disciplinary field for
neuroscientists, engineers, psychologists, computer scientists
and many more.
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Abstract— Several real-world applications generate data 

streams where the opportunity to examine each instance is 

concise. Effective classification of such data streams is an 

emerging issue in data mining. However, such classification can 

cause severe threats to privacy. There are several applications 

like credit card fraud detection, disease outbreak or biological 

attack detection, loan approval, etc. where the data is 

homogeneously distributed among different parties. These 

parties may wish to collaboratively build a classifier to obtain 

certain global patterns but will be reluctant to disclose their 

private data. Privacy-preserving classification of such 

homogeneously distributed data is a challenging issue too. In this 

paper, we present a brief review of the work carried out in data 

stream classification and privacy-preserving classification of 

homogeneously distributed data; followed by an empirical 

evaluation and performance comparison of some methods in both 

these areas. We also propose and evaluate an approach of 

creating an ensemble of anonymous decision trees to classify 

homogeneously distributed data in a privacy-preserving manner. 

We further identify the need to develop efficient methods for 

privacy-preserving classification of homogeneously distributed 

data streams and propose a suitable approach for the same. 

Keywords- Data Streams Classification; Privacy-Preserving 

Classification; Privacy-Preserving Classification of 

Homogeneously Distributed Data Streams 

I.  INTRODUCTION 

With technological advancements, several applications 
generate a vast amount of data. Such data, also known as data 
streams, are characterized as continuously arriving at 
unprecedented rates [1, 2]. Examples of data streams include 
internet traffic streams, stock trading streams, streams 
generated by e-commerce sites, data generated from scientific 
projects, supermarket data, multimedia data, medical data 
streams, data streams generated through industry production 
processes, remote sensor and video surveillance streams, etc. 
As these data streams contain valuable knowledge, there is an 
enormous demand for analyzing and mining them.  

Since last few decades, the data mining techniques have 
been successfully applied to several real-world problems. 
However, these traditional data mining methods are not 
feasible for applications generating stream data as they require 
the data to be first stored and then perform multiple scans on 
that data in order to mine it. But, storing the data streams 
consistently and reliably is not possible as its daily volume may 
possibly range in the millions. Even if the storage is possible, 
gathering the infinite streams at one time, in one place, in a 
format suitable for mining, and performing multiple scans on it 
is not cost-effective [3]. Extracting patterns and models from 
such continuous data streams is called data stream mining. 

In recent years, data stream classification has been an active 
area of research in data stream mining due to its several real-
world applications. Some examples of such applications are: e-
mail spam detection, credit card fraud detection, malicious web 
page detection, intrusion detection, detection of any abnormal 
disease outbreaks from continuous streams of data arriving at 
hospitals, etc. Predicting class label of the incoming data 
streams, that is, data stream classification is an emerging issue 
and is discussed in the paper. 

Further, advancement in networking technologies has 
triggered mining of distributed data. Different organizations 
(data holders) want to undertake a joint data mining task to 
obtain certain global patterns. Such collaboration is essential 
because of the mutual benefits it brings. However, free sharing 
of data is restricted due to privacy and security concerns. For 
e.g., Health Insurance Portability and Accountability Act 
(HIPAA) laws [2] require that medical data should not be 
released without appropriate anonymization. Similar 
constraints arise in many applications. Hence, such 
collaborating parties are reluctant to disclose their private data 
sets to one another. The problem of preserving the privacy of 
individuals while mining such distributed data is a challenge 
and is known as privacy-preserving distributed data mining. 

The need of privacy-preserving distributed data mining 
exists in several domains. For example, several pharmaceutical 
companies want to collaboratively mine their data and perform 
genetic experiments on it to discover meaningful patterns 
among genes [4]. Multiple competing supermarkets wish to 
conduct data mining on their joint dataset because the result of 
this collaboration will be valuable to them [5]. The field of 
homeland security with an aim to counter-terrorism depends on 
collaboration and information sharing across different mission 
areas and nations [5]. Sharing healthcare and consumer data 
also enables study and early detection of a disease outbreak.  

Recent developments in the field of privacy-preserving data 
mining focus on these two major subjects: preserving the 
privacy of homogeneously distributed data and preserving the 
privacy of heterogeneously distributed data. Homogeneously 
distributed data or horizontally partitioned data are the terms 
used when different sites collect similar kind of data over 
different individuals. Heterogeneously distributed data or 
vertically partitioned data refers to data collected by different 
sites on same individuals but with different feature sets. 

The issue of privacy-preserving data classification has 
emerged to address several problems abound in various diverse 
domains. The goal is to build accurate classifiers without 
unveiling the privacy of the data being mined [6, 7]. We focus 
on homogeneously distributed data [8, 9] as numerous 
applications fall under this data model. For example, several 
banks collect transactional information for credit card 
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customers where the features collected, such as age, gender, 
balance, average monthly deposit, etc. are the same for all 
banks [8]. Identifying whether a particular transaction is 
fraudulent or not is a problem called “privacy-preserving 
classification of homogeneously distributed data” where the 
privacy of customers’ data needs to be protected. 

The rest of the paper is organized as follows: The next 
section briefly describes the work accomplished in data streams 
classification and privacy-preserving classification of 
homogeneously distributed data. Section III presents the 
empirical evaluation and comparison of some data stream 
classification methods as well as the techniques for privacy-
preserving classification of homogeneously distributed data.  A 
need and a suitable approach for privacy-preserving 
classification of homogeneously distributed data streams in 
proposed in Section IV. Section V concludes the paper. 

II. RELATED WORK 

In this section, we present the existing methods of data 
streams classification and privacy-preserving classification of 
homogeneously distributed data. 

A. Data Streams Classification 
Conventional classification techniques include three 

phases: a training phase that uses labeled data to train a 
classifier model; a test phase that uses previously unseen data 
to test the model; and a deployment phase wherein the model is 
applied to classify the unlabeled data [10]. On the other hand, 
data stream classification [2, 11, 12] consists of only a single 
stream of data, in which labeled and unlabeled data are mixed 
collectively within the stream [12, 13]. Hence, the training, 
testing and deployment phases have to be interleaved [14]. 
Further, most existing algorithms assume that data streams 
come under stationary distribution, where the concept of data 
remains unchanged. When the underlying class (concept) of the 
data changes over time, it is referred as concept drift, which is 
quite frequent in real-world applications.  

In case of concept drift, there is a quandary: whether to 
update the classifier often and waste resources on changes that 
might be momentary (or insignificant) or else to update the 
model occasionally (which may result into degradation of the 
accuracy of the classifier). There are three algorithmic 
approaches in order to tackle this quandary: 1) periodic 
approach; where the classifier is rebuilt periodically, 2) 
incremental approach; where the classifier is updated with 
every concept drift and 3) reactive approach, where changes 
are monitored and the classifier is rebuilt only if it no longer 
matches the underlying data. Each of this algorithmic approach 
has its own benefits and limitations. The periodic approach is 
simple and has fixed communication and computation cost but 
wastes resources when there is no concept-drift. The 
incremental approach is accurate and efficient, but immediately 
updating the classifier might be a waste of resources if the drift 
is momentary. The reactive approach is suitable if monitoring 
of the classifier’s match with the incoming data stream is done 
accurately and efficiently. Updating the classifier seldom will 
save resources, and rebuilding the classifier when it does not 
suit the data any longer will maintain the accuracy. 

A decision tree [15] induction method named Very Fast 
Decision Tree (VFDT) that is capable of learning from high-

speed data streams is proposed in [16]. VFDT is based on the 
fact that it may be adequate to use only a small subset of the 
available examples in order to choose the best splitting attribute 
at any given node. To decide the number of examples needed at 
each node, VFDT uses a statistical result called Hoeffding 
bound [17]. Consider r is real-valued random variable with 
range R and after n independent observations of this random 

variable, r is its mean. The Hoeffding bound ensures with a 
probability 1 – δ that the true mean of r is at least r  - ε. 
Equation (1) depicts the Hoeffding bound. 

                        
n

R

2

)/1ln(2 
                    (1) 

Let G be the heuristic measure used to choose the splitting 
attribute at a node. If G is information gain, its range R is 
log2(#classes). After observing n examples  and assuming G is 

to be maximized, let xa 
 be the attribute with highest G , xb be 

the attribute with second-highest G  and ∆G = G (xa) - G (xb) be 

the difference between the two attributes. After observing n 

examples at any node, if ∆G > ε, the Hoeffding bound 

guarantees with a probability 1 – δ that the true ∆G ≥ 0 and xa 
is 

indeed the best splitting attribute at that node. VFDT produces 
decision tree classifiers that are nearly similar to the tree 
produced by a conventional batch learner.  

Several variants of VFDT address the issue of concept drift. 
For example, the method Concept-Adapting Very Fast 
Decision Tree (CVFDT) [3] works by maintaining a model 
consistent with respect to a sliding window of instances from 
the data stream. It creates an alternate subtree when it detects 
that the distribution of data is changing at a node, but this 
subtree replaces the old tree only after it becomes accurate.  

The disadvantage of CVFDT is that it does not define any 
optimal window size. A small window reflects accurately the 
current distribution whereas a large size accommodates several 
examples to work on and increases accuracy when the concept 
is stable. This disadvantage is overcome by a technique named 
Hoeffding Adaptive Tree using Adaptive Windowing (HAT-
ADWIN) [18]. This method keeps a variable-length window of 
recently seen items which automatically grows when no change 
is apparent and shrinks it when data changes. 

A general framework for classification of data streams with 
concept-drift is proposed in [19]. Instead of constantly 
modifying a single classifier model, the framework proposes to 
train a weighted classifier ensemble from sequential data 
chunks partitioned from the stream. A classifier is learned for 
each chunk and the weight of classifier is inversely 
proportional to its expected prediction error. The paper shows 
that classifier ensembles outperform single classifiers while 
classifying concept-drifting data streams.  

Most of the traditional data stream classification techniques 
assume a fixed number of classes. But in real-world, novel 
classes may emerge at any time in the data stream, which 
remain undetected by these traditional data stream 
classification methods until a classifier is trained with the novel 
classes. A data stream classification method proposed in [20] 
automatically detects a novel class. It is assumed that the 
instances that belong to the same class should appear closer to 
each other (called cohesion) and should be distant from the 
instances that belong to other classes (called separation). Any 
test instance that is found to be separated from the training data 



may probably be an instance of a novel class. However, a novel 
class is assumed to be detected only if an adequate number of 
such instances that exhibit strong cohesion appear in a stream. 

Several real-world applications such as intrusion detection, 
disease outbreak detection, credit card transaction fraud 
detection, etc. generate imbalanced data streams where the 
number of data instances from one class is quite less as 
compared to the other class. Correctly classifying such 
minority class examples is a major issue. Like [20], in [21] too, 
the incoming data stream is divided into chunks, a classifier is 
trained from each chunk and an ensemble of these classifiers is 
created. Here, the imbalanced data streams are classified by 
accumulating minority class instances from previous data 
chunks and adding them into the current training chunk. Using 
previous minority class instances give a benefit over the 
traditional method of synthetically creating such examples.  

Naïve Bayes classifier can be adopted for Data Streams in 
its original form [22] and requires only maintaining a statistics 
table. For discrete valued attributes, the only class label counts 
per attribute value are required. Continuous numeric attributes 
can be discretized a priori. An attribute with m unique attribute 
values and n possible classes can be stored in a table with mn 
entries only. On arrival of new training instances in the stream, 
tables are updated by merely incrementing the appropriate 
entries as per attribute values and class.  

Empirical evaluation and comparison of some of these 
methods is shown in section III. 

B. Privacy-Preserving Classification of Homogeneously 

Distributed Data 

The goal in privacy-preserving classification is to build 
accurate classifiers without unveiling the privacy of the data 
being mined [7]. Randomization approach has been widely 
used for privacy-preserving classification [6, 23]. Initially, in 
randomization approach, the data providers randomize the data 
and transmit it to the data miner, i.e. a sufficiently large noise is 
added to the data with a goal that the true values of the records 
cannot be recovered. Further, a distribution reconstruction 
algorithm that reconstructs the original data distribution from 
the randomized data instances is employed at the central site. 
Several distribution reconstruction algorithms like EM and 
Bayes reconstruction method have been used in the literature. 
Finally, a classifier is constructed from the reconstructed data. 
The approach has the advantage of simplicity, but it lacks a 
formal framework that proves how much privacy is assured.  

In [24], an ensemble method is used to perform privacy-
preserving distributed data classification among sites. When 
the data is homogeneously distributed, each site constructs a 
decision tree classifier from the local data available with it, and 
a central trusted party integrates these results by producing a 
classifier ensemble. This ensemble is used by all the sites to 
classify the unseen data. The paper empirically evaluates the 
proposed method on two medical datasets.  

A large portion of literature in privacy-preserving data 
classification discusses the application of cryptographic 
techniques and Secure Multiparty Computation (SMC) for 
building classifiers in a privacy-preserving manner [25, 26]. 
For example, in [27], the training set is considered to be 
homogeneously distributed between two parties and the authors 
attempt to securely construct an ID3 decision tree. In such 

techniques, secure log algorithm, secure sum, etc. sub-
protocols are used to securely calculate the conditional entropy 
for an attribute shared by the two parties and a classifier using 
ID3 is built securely. Classifiers so created resemble the 
classifier induced if the data is centrally accumulated. Although 
such methods are secure enough, they demand a lot of 
computation and the cost of communication is also high.  

In [28], a privacy-preserving decision tree learning method 
based on the ID3 algorithm and Shamir’s secret sharing is 
proposed for homogeneously distributed data. Shamir’s secret 
sharing method operates in three phases and is used to compute 
the summation of the secret values over n parties without 
revealing the secrets to other parties. In the first phase, each 
party has a secret value and they choose a random polynomial 
of degree n-1. The constant term in the polynomial is the secret 
value. Also, each party creates a random number of its own and 
reveals it to others. Further, using Shamir’s secret sharing 
algorithm, each party computes the share of all other parties 
based on the random numbers revealed by them and sends the 
respective shares to all the parties. In the second phase, each 
party performs the summation of the shares it obtains from 
other parties and sends this intermediate result to all parties. In 
the final phase, each party solves the set of equations to find 
the sum of secret values using the intermediate results received 
from the second phase. Hence, this method lets all the parties 
to obtain the conditional entropy of each attribute from the data 
at all the parties. Finally, from this conditional entropy, the best 
attribute at a node can be determined and the tree can be 
induced. This method is scalable up to a large number of 
parties but suffers from minor information leakage issues. 

In [29], a framework with a multi-round algorithm is 
proposed for classification of homogeneously distributed data 
using privacy-preserving k-Nearest Neighbor (kNN) classifier. 
In case of distributed environment, an instance’s k nearest 
neighbors may be distributed among several nodes. That is, 
each node will contain a few data tuples that are k nearest 
neighbors of each query instance. Hence, the classification 
process is divided into two steps: In the first step, the tuples in 
the database at each node that belong to k nearest neighbors of 
the query instance q (locally) are selected. Further, a privacy-
preserving algorithm is applied to identify k nearest neighbors 
between the tuples in the union of the databases and query 
instance q (globally). In the second step, each node classifies q 
locally and all the nodes cooperate to determine the 
classification of q globally, in a privacy-preserving way. 
Higher the value of k, more the privacy is protected. 

K-anonymization techniques [30] have been widely used 
for privacy-preserving data mining and ensure that individuals 
cannot be uniquely distinguished by linking attacks. That is, 
the technique performs suppression or generalization on the 
microdata in a way that any record in the dataset is 
indistinguishable from at least (k – 1), k ≥ 1 other records 
within the same data set.   

In [31], a method for directly building a k-anonymous 
decision tree from a private table has been proposed. Here, 
both mining and anonymization are carried out in a single 
process. In the beginning, the decision tree consists of only the 
root representing all the tuples in a private table. At any given 
stage of induction, while splitting a node in the tree, the 
algorithm selects the attribute in the quasi-identifier with the 



highest gain (considering Information Gain or Gini Index as 
gain functions), only if the split does not violate k-anonymity. 
Whenever splitting a quasi-identifier causes a breach of 
anonymity, a generalized version of that attribute is selected as 
a potential candidate for splitting the node. The algorithm 
terminates when no further node can be inserted without 
compromising k-anonymity. The paper shows how this hybrid 
method of mining and anonymization together is better than 
doing the said tasks separately.  

Empirical evaluation and comparison of some of these 
techniques is shown in next section. 

III. IMPLEMENTATION AND RESULTS 

In this section, tools and datasets used for evaluation are 
discussed, and comparative results of data stream classification 
methods, as well as techniques of privacy-preserving 
classification of homogeneously distributed data, are presented. 

A. Data Stream Classification 

Several experiments to compare the performance of the 
existing data stream classification techniques were conducted. 
Here, the goals were to evaluate the accuracies of classifiers; to 
compare the running times of the methods; to estimate their 
ability to deal with concept drift; to identify and characterize 
the situations when one classifier outperforms the other. 

1) Data Streams 
Experiments were performed on both synthetic and real-life 

data streams with the number of instances varying from lakhs 
to millions. Table I lists out the four data streams used along with 
their details. Forest Covertype and Waveform data streams are 
available on the UCI machine learning repository [32] whereas 
Loan Approval and Rotating Hyperplane are synthetically 

generated data streams introduced and used in [6] and [3] 
respectively. Further, Waveform and Rotating Hyperplane data 
streams have concept drifts. 

TABLE I.  COMPOSITION OF DATA SETS 

Data Stream 
No. of 

Attributes 

No. of 

Instances 

No. of 

Classes 

Forest Covertype 54 5.8 lakhs 7 

Waveform 40 1 million 3 

Loan Approval 9 10 million 2 

Rotating Hyperplane 10 10 million 2 

2) Implementation Details 
In our experiments, four data stream classification 

algorithms have empirically been evaluated and compared: 
Naïve Bayes Classifier, VFDT, HAT-ADWIN, and Accuracy 
Weighted Ensemble Classifier with Hoeffding Classifiers as 
base learners. All four techniques have been implemented in 
Massive Online Analysis (MOA) [33]. MOA is an open source 
framework for data stream mining that includes a collection of 
machine learning algorithms for evaluation. Batch learning 
uses holdout or cross-validation method to evaluate the 
performance of classifiers. Since data streams are continuously 
arriving, an alternative scheme called ‘Prequential’ which 
interleaves testing with training is used. In this method, each 
individual example can be used to test the classifier before it is 

used for training, and from this, the accuracy can be 
incrementally updated. Using this method, the model is always 
being tested on examples it hasn’t seen. 

3) Results 

The results of predictive accuracy and running time of all 

four classifiers on the stated four data streams are tabulated in 

Table II and III.  

TABLE II.  ACCURACY OF CLASSIFIERS (IN %) 

Data Stream 
Naïve 

Bayes 
VFDT 

HAT-

ADWIN 

Accuracy 

Weighted 

Ensemble 

Forest 

Covertype 

63.30 82.25 83.15 80.95 

Waveform 81.05 81.21 84.50 84.35 

Loan Approval 65.98 90.64 88.39 85.29 

Rotating 
Hyperplane 

81.06 83.57 91.65 91.99 

TABLE III.  RUNNING TIME OF CLASSIFIERS (IN SECONDS) 

Data Stream 
Naïve 

Bayes 
VFDT 

HAT-

ADWIN 

Accuracy 

Weighted 

Ensemble 

Forest 
Covertype 

48.28 46.27 71.85 2433.33 

Waveform 41.17 64.62 249.57 1785.12 

Loan Approval 81.20 234.33 888.77 4322.63 

Rotating 

Hyperplane 
129.22 247.75 865.07 8523.69 

From the results, it can be seen that Naïve Bayes classifier is 
quick in training and evaluating all types of data stream 
instances. But it is the least accurate among all mentioned 
classifiers as it assumes that attributes are independent from 
one another. Further, it can be seen from the results that VFDT 
classifier shows remarkably good results in an acceptable time. 
But when the data streams have concept-drifts; as in Waveform 
and Rotating Hyperplane streams, the accuracy of VFDT falls. 

Accuracy Weighted Ensemble classifier is accurate enough 
but with the increase in number of attributes or data instances, 
the time required to train and evaluate the stream is very high. 
HAT-ADWIN can be regarded as the best classifier among the 
four in terms of accuracy. However, the time taken by this 
approach is higher as compared to VFDT. But unlike VFDT, 
even in presence of concept drift, accuracy of HAT-ADWIN 
does not degrade. Further, as compared to Accuracy Weighted 
Ensemble classifier, the time required by HAT-ADWIN is less. 

 
Fig. 1. Accuracies of Classifiers on Hyperplane Data Stream 



The effect of concept drift on the performance of classifiers 
can be specifically observed in Fig. 1 which depicts the case of 
Rotating Hyperplane stream. It can be concluded from the 
results of Table II and III that VFDT is the most suitable 
algorithm in the absence of concept drift; whereas in its 
presence, HAT-ADWIN is preferable. 

B. Privacy-Preserving Classification of Homogeneously 

Distributed Data 

Several experiments were performed to compare the 
performance of different privacy-preserving classifiers where 
the data tuples are stored at multiple autonomous sites. 
Throughout the experiments, it was assumed that three parties 
want to collaboratively conduct the data classification. 

1) Data Sets 
For comparing the performances, experiments on four data 

sets from various real domains were conducted. These data sets 
are available on UCI machine learning repository [32] and its 
details are described in Table IV. All these data sets contain 
private information which is to be protected from disclosure.  

TABLE IV.  COMPOSITION OF DATA SETS 

Data Set 
No. of 

Attributes 

No. of 

Instances 

No. of 

Classes 

Transfusion 5 748 2 

Diabetes 9 768 2 

Bank 

Marketing 
8 4521 2 

Spambase 57 4601 2 

2) Implementation Details 
We compare the performance of four different approaches: 

i) An approach that assumes a trusted third party where the 
data of all the sites is accumulated centrally and a classifier 
CART is induced at this central site; which is then sent to all 
the parties ii) approach where all the parties calculate the 
attribute measures using SMC and produce a classifier CART 
at their respective site iii) ensemble classifier approach as 
discussed in Section II and iv) proposed approach of creating 
ensemble of k-anonymous decision trees.  

In literature, k-anonymous decision tree classifier [31] has 
been described. We propose and implement an ensemble of 
such k-anonymous decision trees. Within this approach, each 
site will induce its own k-anonymous decision tree and a global 
classifier ensemble from these local classifiers will be created 
at a non-trusted third party or at either of the parties. We 
calculate the value of parameter k as 5% of the total number of 
training instances. All the algorithms have been implemented 
in MATLAB 7.8.0 (R2009a).  

To evaluate the performance of these algorithms, we 
choose a holdout method with 3/4

th
 of the data used for training 

and rest for testing.  To create an environment where the data is 
homogeneously distributed, we divide this training data into 
three random parts with each party owning one of these parts.  

3) Results 

The results of predictive accuracy and training time taken by 

all four methods on the stated data sets are tabulated in Table V 

and VI respectively. All the results are averaged over 10 runs.  

TABLE V.  ACCURACY OF CLASSIFIERS (IN %) 

Data Set 

CART 

(Trusted third 

party/SMC) 

Ensemble 

Classifier 

Anonymous 

Decision Tree 

Ensemble 

Transfusion 75.1 78.4 74.57 

Diabetes 74.62 76.82 74.15 

Bank 
Marketing 

86.65 88.46 84.93 

Spambase 91.3 90.99 88.36 
 

Since the classifier obtained by assuming a trusted third 
party and the one induced using SMC is same, their accuracy is 
mentioned together. Irrespective of the accuracy obtained, the 
former approach is not feasible because, in the competitive era, 
it is difficult to trust a third party. 

TABLE VI.  TESTING TIME OF CLASSIFIERS (IN SECONDS) 

Data Set 

CART 

(Trusted 

third party) 

SMC 
Ensemble 

Classifier 

Anonymous 

Decision Tree 

Ensemble 

Transfusion 2.07 10.79 3.39 4.24 

Diabetes 0.32 12.68 1.51 2.09 

Bank 

Marketing 
0.99 13.18 2.33 3.11 

Spambase 11.02 39.21 13.35 17.28 

 

Further, it can be observed that when a classifier is induced 

using SMC, the accuracy is high; but, as a large amount of 

communication is required, the time taken in training a 

classifier is very high. Moreover, with the increase in number 

of attributes, the communication required also increases. This 

is because each party has to share each of its attribute-value 

pair with the other parties.  Hence, SMC is not a very suitable 

technique in today’s big data epoch.  As ensemble classifiers 

produce more accurate results, the approach is quite suitable 

for Privacy-Preserving Classification of Homogeneously 

Distributed Data and the same is proved experimentally. 

However, few conclusions about data at other sites can be 

easily derived from the classifiers released by those sites and 

privacy can be breached. Our proposed approach of k-

anonymous decision tree classifier ensemble overcomes this 

disadvantage and preserves privacy to a greater extent. Also, 

unlike traditional privacy protection techniques such as data 

swapping and adding noise, information preserved using k-

anonymization remains truthful. From the experiments it is 

clear that k-anonymous decision tree ensemble has good 

accuracy and the training time is also acceptable. Hence, they 

can be regarded as one of the best privacy-preserving data 

classification algorithms for homogeneously distributed data. 

IV. PRIVACY-PRESERVING CLASSIFICATION OF 

HOMOGENEOUSLY DISTRIBUTED DATA STREAM 

Data stream classification and privacy-preserving 
classification of homogeneously distributed data are both 
emerging issues in data mining and several attempts have been 
made in literature to solve these issues. In the previous 
section, several methods for the same have empirically been 
evaluated and compared. But, an even more imminent 
challenge is when the training data tuples are stored in 



multiple autonomous sites and the goal is to classify the data 
streams arriving at these sites while preserving the privacy of 
the data. In literature, privacy-preserving classification of 
heterogeneously distributed data streams has been attempted a 
little. However, as mentioned in section I, there are several 
real-world problems which demand classification of 
homogenously distributed data streams. Some examples of 
such applications include credit card fraud detection, 
classifying loan applications, customer churn prediction, ATM 
transactions fraud detection,  telecom fraud detection, 
insurance fraud detection, disease outbreak detection, 
biological attack detection, credit scoring, etc. 

 From our experiments, we found anonymous decision tree 
ensemble and Hoeffding adaptive tree (HAT-ADWIN) as 
efficient and suitable candidates for privacy-preserving 
classification of homogeneously distributed data and data 
stream classification respectively. Therefore, we propose an 
approach to combine the said two methods by inducing an 
anonymous adaptive Hoeffding tree at the local sites and 
building an ensemble classifier from these local classifiers. 
This global ensemble can hence be employed for privacy-
preserving classification of homogeneously distributed data 
streams; which shall be the subject of our future work. 

V. CONCLUSION 

In this paper, the two emerging issues in data classification 
are discussed: data stream classification and privacy-
preserving classification of homogeneously distributed. We 
compare some existing data stream classification techniques 
and identify Hoeffding Adaptive Tree with Adaptable 
Window as a very efficient classifier in presence as well as in 
the absence of concept drift. Further, from the literature survey 
it was found that inducing an anonymous decision tree from 
the private data gives good classification accuracy and also 
preserves privacy to a greater extent. Hence, we propose an 
approach of building an ensemble of anonymous decision tree 
classifiers for an environment where the data is 
homogeneously distributed across sites. The experimental 
results have proved that this approach gives promising results. 
Further, we discuss that even more rising issue is a 
combination of the two, known as privacy-preserving 
classification of homogeneously distributed data streams. We 
propose to use an amalgamation of Anonymous Decision Tree 
Ensemble and Hoeffding Adaptive Tree to produce the needed 
classifier and consider it as a subject of future work. 
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Abstract—Even if, most of 2D face recognition approaches
reached recognition rate more than 90% in controlled
environment, current days face recognition systems degrade their
performance in case of uncontrolled environment which includes
pose variations, illumination variations, expression variations
and ageing effect etc. Inclusion of 3D face analysis gives an age
over 2D face recognition as they give vital informations such as
3D shape, texture and depth which improve discrimination
power of an algorithm. In this paper, we have investigated
different 3D face recognition approaches that are robust to
changes in facial expressions and illumination variations. 2D-
PCA and 2D-LDA approaches have been extended to 3D face
recognition because they can directly work on 2D depth image
matrices rather than 1D vectors without need for
transformations before feature extraction. In turn, this reduces
storage space and time required for computations. 2D depth
image is extracted from 3D face model and nose region from
depth mapped image has been detected as a reference point for
cropping stage to convert model into a standard size. Two
Dimensional Principal Component Analysis (2D-PCA) and Two
Dimensional Linear Discriminant analysis (2D-LDA) are
employed to obtain feature vectors globally compared to feature
vectors obtained locally using PCA or LDA. Finally, euclidean
distance classifier is applied for comparison of extracted features.
A set of experiments on GavabDB 3D face database, which has 61
individuals in total, demonstrated that 3D face recognition using
2D-LDA method has achieved recognition accuracy of 93.3% and
EER of 8.96% over database, which is higher compared to 2D-
PCA.So, more optimized performance has been achieved using
2D-LDA for 3D face recognition analysis.

Keywords— Eigen-Surface, Fisher-Surface, PCA, 2D-PCA,
LDA, 2D-LDA, EER

I. INTRODUCTION
Modern biometric security systems based on face found

many applications such as criminal ID identification,
verification of person’s identity, border control and illegal
immigration etc [1]. There is an indeed requirement of
developing efficient biometric authentication system to

withstand in continuously changing environment to meet above
application requirements. Face as a biometric has lot of
advantages as compared to other commonly used biometrics
such as iris and fingerprint in different applications[1,2]
because iris recognition systems are highly accurate, reliable,
too intrusive yet expensive to implement and fingerprint
recognition systems are highly socially accepted, reliable, non-
intrusive but not applicable for non-collaborative people. More
over this, they also require much explicit user co-operation. On
the contrary, face recognition systems represent a good
compromise between socially acceptances, reliability, no
requirement of physical contact and balances security as well
as privacy. Experiments under Face Recognition Vendor Test
(FRVT) have explored that most of 2D face recognition
approaches reached recognition rate more than 90% in
controlled environment but their performance degrade
significantly under uncontrolled environment which has
different pose variations, illumination variations, expression
variations, occlusions and ageing effect etc. 3D face
recognition approaches give an age over 2D face recognition
approaches as they provide much important informations such
as 3D shape, texture and depth which help in improving
discrimination power of an algorithm because they are
somewhat invariant to transformations and intensity
variation[3,1]. During initial work on 3D face, 3D acquisition
was major problem because 3D capturing process was quite
time consuming, costlier and not much accepted by user due to
low quality of 3D face data. In today’s scenario, there are lots
of cheap and efficient 3D sensors are available which have
opened a new door for research in the direction of 3D face
recognition.

II. PREVIOUSWORK

For dimensionality reduction of face space, Principal
Component Analysis (PCA) [3,5] and Linear Discriminant
Analysis (LDA) [4,5] are widely used methods for efficient
feature extraction and classifying face images. In 2D face
recognition analysis, Yang et al. [6] investigated Two-
Dimensional PCA (2D-PCA) as a solution for problem of
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estimating the covariance matrix under the small sample size
condition in case of eigenface approach [3,5]. It has provided
recognition accuracy of 84.24% and maximum 96.1% on Yale
face database [9] as well as AR- Face database [10]. Ye et al.
[7] performed Two-Dimensional Linear Discriminant Analysis
(2D-LDA) which was also an extension of LDA [4, 5] and
provided more robust performance for small sample size
problem. A set of experiments on ORL database [11] have
demonstrated recognition rate of 97.50%.

In case of 3D face analysis, Hesher et al. [12] extended
PCA approach to 3D face recognition analysis. In this, PCA
has been applied on range images with euclidean distance
classifier for comparison among the feature vectors. The
recognition accuracy has been achieved by them was 100%.
Then, further analysis has been carried out by Heseltine et al.
[13, 14]. They investigated 3D face recognition method based
on eigen-surface approach and also obtained recognition
accuracy of 87.3% when tested against York database [20].
Heseltine et al. [14] performed 3D face recognition method
based on Belhumeu’s fisher-surface approach which involved
implementation on PCA before LDA or Fisher-Surface
approach and the recognition accuracy achieved by them was
greater than 88.7% on York database [20].

Khalid et al. [15] inspected 3D face recognition using local
geometric feature-PCA with euclidean distance classifier and
produced recognition rate of 86% with first rank matched on
GavabDB database [19]. Li et al. [16] evaluated 3D face
recognition using geometric feature extraction with consecutive
two steps, which involved ICP algorithm need to be performed
for matching the probe images with all database face models to
make the final decision. The optimized performance inspected
was recognition rate of 91.1% with CASIA 3D database [21].
Ming et al. [17] examined 3D face recognition using learn
correlative features which can be obtained by using 3DLBP
approach (3D Local Binary Pattern) and PCA. They obtained
recognition accuracy of 94.17% on CASIA 3D face database
[21]. Yashar et al. [18] studied 3D face recognition using 2D-
PCA which first need to detect nose region and obtained
recognition accuracy of 98% after set of experiments
performed on CASIA 3D face database [21].They also claimed
that their approach provides better stabilization against above
challenges.

III. PRE-PROCESSING
In depth image, first nose tip has to be detected because

nose tip has highest value of depth information. As shown in
Fig.1 for depth image or range image, the lighter areas are
more close to 3D sensors and darker areas are far away from
sensor. Thus, lighter area of face has large amount of depth
information as compared to darker areas. Since, nose is a part
more close to 3D sensors in case of 3D face; it will definitely
have more depth information contained rather than any other
fiducial points. To detect nose, depth images will be scanned
with a window of 3×3 or 5x5 size, then sum of all points
inside and below the 3×3 or 5x5 windows will be obtained.
The largest number in these windows data is the nose tip. In
certain conditions including pose variation or illumination

variation, sometime the depth information of chin is more than
nose. In such situations to prevent wrong nose detection, we
need to adapt some modification to above discussed method.
In such cases, this method will only accept the points from the
central areas of pictures as nose generally lies at the center
area of face image.

After nose detection, cropping has to be performed on a
range image to convert it into fixed size matrices. Then after
smoothing need to perform on an image. Here, Gaussian
filtering method has been applied on overall database for
elimination of noise effect and variation due to facial
expression which is the most basic approach for smoothing.

Fig.1. Range image and wireframe diagram of 3D face from GavabDB
database in MATLAB

IV. 2D-PCA:A BRIEF REVIEW
The major advantage of 2D-PCA over eigen- surface

approach or PCA is that it can directly work on 2D image
matrices instead of 1D vectors without any need for
transformations [7]. Therefore, it has less memory requirement
and computational complexity with increased speed of
operation. The image covariance matrices or correlation
matrices can be computed from depth image matrices.
Consider U denotes the depth image matrix with m rows and n
columns. Then, this matrix is projected on to n-dimensional
column vector x as described in Eq.(1) as follows:

Y=U*x (1)

Here, Y is the projected feature vector of the depth image U
with size of m dimensional column vector. Let St be the
covariance or scatter matrix and is given by Eq.(2),

St= E[] (2)

Where, E[.] is the expectation operator and is the mean range
image of the entire training samples. If C be the total number
of eigenvectors evaluated and Bi as well as Bj are two
different vectors applied for euclidean distance classifier than
the difference between the two principal component vectors
from test and training image can be given as shown in Eq.(3).
Generally, the depth image with lowest euclidean distance will
be selected as matched image in all security systems..

d( (3)

Unlike the conventional PCA, the 2D-PCA does not involve
computation of a large correlation matrix and therefore, it is
relatively less computationally complex and more speedy.



V. 2D-LDA: A BRIEF REVIEW
2D-LDA [8] is also an extension of LDA for two

dimensional matrices analysis. In this also, there is no need of
transformation for the depth image matrices into 1D vectors as
a column vectors. Consider a depth image U of m rows and n
columns with projection given as Y = U*x, where Y is the
projected vector and x is the projection vector. The major
concern is to have optimized performance for cost function
and it is given by Eq.(4),

J(x) = (4)

Where, Sb and Sw are between-class scatter matrix and within-
class scatter matrix as described below in Eq.(5) and Eq.(6),

( (5)

(6)

Compared to 2D-PCA, 2D-LDA has less computational
complexity, less time requirement and has always more
discrimination power for class distributions.

VI. EXPERIMENTS RESULTS
GavabDB database has been used to test and evaluate
performance of approaches such as eigen-surface, fisher-
surface, 2D-PCA and 2D-LDA for 3D face recognition. It
contains 549 three-dimensional images of facial surfaces for
61 individuals having 9 images for each person. Each image is
given by a mesh of connected 3D points of the facial surface
without texture. This database also provides systematic
variations with respect to the pose and the facial expression.

Fig.2. Two different cropping tools (a) Rectangular cropping tool (b)
Designed elliptical cropping tool

Table I gives performance comparison of 3D face recognition
analysis using above mentioned methods and it has been

proved that 3D face analysis based on 2D-LDA is far better as
compared to eigen-surface, fisher-surface and 2D-PCA over
3D face models. 2D-PCA and 2D-LDA provide more
optimized recognition as compared to 3D implementation of
eigen-surface and fisher-surface approaches as well as PCA
and LDA method on 2D databases. So, we can conclude that
3D face analysis based on 2D-LDA is faster, computationally
efficient and results in higher recognition performance as
compared to other 3D face recognition approaches mentioned
above.

On overall database, 3D face recognition using 2D –LDA has
achieved recognition accuracy of 93.33% and computation
time of 14.43 sec which is lowest time required compared to
all other methods. 3D face recognition by 2D-LDA has also
provided recognition accuracy of 98.9% on only frontal 3D
GavabDB database.

Fig.3 shows comparison of ROC curves for 3D face
recognition analysis based on eigen-surface[13], fisher-
surface[14], 2D-PCA[18] and 2D-LDA [7] that are being
implemented. As can be seen from ROC curve analysis, the
performance of 2D-LDA is far better as compared to eigen-
surface, fisher-surface and 2D-PCA over GavabDB database.
As the performance of 2D-LDA slightly better than 2D-PCA,
it has provided a scope for lot of research in this direction.

Fig.3. Comparison of ROC curve for 3D face recognition using eigen-surface,
fisher-surface, 2D-PCA and 2D-LDA for 30 user

database

Comparison of performance curves for 3D face recognition
based on eigen-surface and fisher-surface for 30 user database
has been demonstrated in Fig.4. As can be seen from
performance curve analysis, EER for fisher-surface is lower as
compared to eigen-surface approach for 3D face recognition
analysis. EER of low value is desirable for any practical
biometric authentication system.

TABLE I. PERFORMANCE COMPARISON OF EIGEN-SURFACE[13] , FISHER-SURFACE[14], 2D-PCA[18] AND 2D-LDA[7,18] ON GAVABDB DATABASE

3D Database Eigen-Surface Fisher-Surface 2D PCA 2D LDA
Accuracy Time

(sec)
Accuracy Time

(sec)
Accuracy Time

(sec)
Accuracy Time

(sec)
GavabDB
(Frontal)

90.93% 23.59 92.89% 22.87 97.33% 15.13 98.9% 13.98

GavabDB
(Full)

89.63% 26.36 91.26% 25.98 92.67% 17.83 93.33% 14.49



Fig.4. Comparison of performance curve for 3D face recognition using Eigen-
Surface and Fisher-Surface approaches over 30 user database

Fig.5 illustrates comparison of performance curves for 3D face
recognition based on 2D-PCA and 2D-LDA for 30 user
database. As can be seen from performance curve analysis, the
performance of 2D-LDA is far better as compared to eigen-
surface, fisher-surface and 2D-PCA over 3D face database of
30 users with lowest value of EER.

Fig.5. Comparison of performance curve for 3D face recognition using 2D-
PCA and 2D-LDA approaches over 30 user database.

TABLE II. COMPARISON OF EER FOR DIFFERENT 3D FACE RECOGNITION USING
EIGEN-SURFACE, FISHER-SURFACE, 2D-PCA AND 2D-LDA APPROACHES

Table 2 gives detailed analysis of EER for all four
implemented method for depth images and from this analysis,
we can conclude that 2D-PCA and 2D-LDA methods on 3D
databases has achieved very less error rate as compared to 3D
face analysis by eigen-surface and fisher-surface approaches.
The optimized value of EER can be derived by 3D face
recognition using 2D-LDA is 8.96%. So, we concluded that
2D-LDA based 3D face recognition system has optimized
performance over all other methods and it can be used for
different 3D face recognition applications.

VII. CONCLUSION
From above analysis, we can conclude that 2D-LDA based 3D
face recognition performs far better as compared to 2D-PCA,
eigen-surface and fisher-surface methods in case of 3D face
analysis. The GAR of 2D-LDA based recognition is better as
compared to all other methods. It provides almost about 96-
99% recognition rate and EER of 8.96%. From above analysis,
we can also conclude that 3D face analysis using 2D-LDA
outperform 2D-PCA based 3D face analysis and gives more

optimized performance for above mentioned
challenges.Thus,3D AFR (Automatic Face Recognition)
system based on 2D-LDA saves memory, time and provides
very high recognition accuracy. These experiments have been
demonstrating that 3D face recognition system has good scope
in future compared to conventional 2D based face recognition
systems if efficient algorithms have been designed.
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