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Abstract

There is an emerged demand to increase efficiency for various video codecs for de-

velopment in network infrastructure, storage capacity, Vod, 3D-TV, Quadcopter, smart-

phones, HD-TV broadcasting, video conference etc. Besides modern ways for transmis-

sion using the internet, there are wide range connection qualities which are the result of

resource sharing mechanism. Due to rise in video streaming in smartphone and tablets

along with the difference in their computational capability has given rise for a scalable

extension. HEVC is recently introduced Video Coding standard; it is an advance version

of H.264/Advance Video Coding which is currently used in various applications to reduce

the bandwidth by half with same video quality. This paper describes the existing features,

techniques, related work done on the various modes of prediction and few approaches are

discussed.

Keywords : HEVC,inter-mode,intra-mode,prediction,video,scalability,H.265/AVC.
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Chapter 1

Introduction

1.1 Motivation

There is the growing demand of videos in this technological world,as number of devices

that works on internet becomes easy to use.This need and demand gives rise to high

demand of bandwidth.Various video codecs are been developed to optimize the codecs

over the various previous versions.There are various factor that are been coming onto

factor but that does not affect the video quality.Better algorithms are been developed for

the less bandwidth required to transmit the video.

Internet is been conventionally been used for various different purposes and many data

applications like chatting,web surfing, multimedia technology. This technology of multi-

media was from quite along time but it came into demand after some time , and nowadays

it has become an most important part of the web . There are various application ranging

from field of video lectures to catalogues and gaming videos to video . In today’s world

the main source of extraction is internet and multimedia technology gaining the attention

from developers researchers and other variety of users.[1]Transmission of various video

in various format with different display screens have been a necessity for every internet

user. This transmission of video requires much bandwidth.

Compression is necessary as it has to transmitted over various media wireless or wired

networks.Due to high demand of devices and their capability the capturing quality has

increased and there quality has also increased . There are various traditional protocols
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Figure 1.1: Demand of video

used for such high volume multimedia.hence we need good protocols .There are many

researches which are still developing various protocols working on real network. Video

with high element range more exile shading are more noteworthy features and ability

for HEVC. Besides modern ways for transmission using internet there are wide range

connection qualities which are result of resource sharing mechanism.[1]

Some factors that are taken into consideration while designing a video codec are:

• Encoding Time.

• Video Quality (Measured by using objective measurement metrics such as PSNR,

SSIM, BDRATE etc).

• File size of the encoded video (More the file size, better will be the video quality.)

• Bandwidth requirement over the network.

• Quality of video watched by the user.

• Storage capacity of any server that stores and transmits the encoded video.

• Storage capacity of device that records and stores the compressed video.

3



Figure 1.2: Technical challenges for video

1.2 Demand of internet video going rapidly

Video is transportation of any moving image,which is usually accompanied with sound.

Due to increases n demand of various mobile devices like smart-phones, tablets , comput-

ers , palmtops , notebooks with different screen sizes and computational capability.This

technology of multimedia was from quite along time but it came into demand after some

time , and nowadays it has become an most important part of the web . So there arise

a need of scalable extension. Total cost saving, easy of complexity, scalability, improved

productivity,are the key drivers for this technology.

Internet is been conventionally been used for various different purposes and many

data applications like chatting,web surfing, multimedia technology. This technology of

multimedia was from quite along time but it came into demand after some time , and

nowadays it has become an most important part of the web . There are various application

ranging from field of video lectures to catalogues and gaming videos to video . In today’s

world the main source of extraction is internet and multimedia technology gaining the

attention from developers researchers and other variety of users.[1]

Transmission of various video in various format with different display screens have

been a necessity for every internet user. This transmission of video requires much band-

width. Compression is necessary as it has to transmitted over various media wireless or

wired networks.Due to high demand of devices and their capability the capturing quality

4



has increased and there quality has also increased . There are various traditional proto-

cols used for such high volume multimedia.hence we need gud protocols .There are many

researches which are still developing various protocols working on real network. Video

with high element range more exible shading are more noteworthy features and ability

for HEVC. Besides modern ways for transmission using internet there are wide range

connection qualites which are result of resource sharing mechanism.[1]

1.3 Application of Video

There are wide ranging applications of Video. It can vary significantly in application

requirements.

• Broadcast TV: Cable TV over wireless network, satellite, cables, terrestrial, HDTV

etc

• Live event video streaming: Corporate webcasts, university events on TV

• Surveillance video

• Interactive video conferencing

• On-demand video

• First person view quadcopter

• Multimedia messaging services (MMS) over ISDN, DSL, ethernet, LAN, wireless

and mobile networks, etc.

1.4 Objective of the Work

• Optimization bandwidth utilization.[1]

• Optimization of parameters for live video streaming.

• Coding efficiency.

• Data loss resilience.

• Bitrates reduction: same subjective visual quality.

5



Chapter 2

Literature Survey

2.1 CODECS

• JPEG2000

• MPEG-2

• MJPEG

• MPEG-4

• H.264/AVC

• HEVC

2.2 HEVC

Robustness,flexibility and other various frameworks are been used by HEVC for getting

associated information of video content and can be used for various different applica-

tions.Network abstraction layer(NAL) is a sequence of data units in HEVC . High level

information belongs to the one or more slices or pictures of bitstreams[2].

2.2.1 Simplified block diagram of HEVC

Video is divided into blocks which are called coding tree units (CTUs),which provides

macroblocks.The coding unit (CU) characterizes a district having the same prediction

mode (intra, inter or skip) and it is spoken to by the leaf hub of a quadtree structure.
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The prediction unit (PU) characterizes an area having the same expectation data. The

transform unit (TU), specified by another quadtree, defines a region sharing the same

transformation and quantization.The best intra mode among a total of 35 modes (Planar,

DC and 33 angular directions) is selected and coded. Mode dependent context sample

smoothing is applied to increase prediction efficiency and the three most probable modes

(MPM) are used to increase symbol coding efficiency.[3, 4, 5]

2.3 Picture partitioning

2.3.1 CTU partitioning

Group of coding tree units(CTUs) consist of the partitioned images.The CTU idea is ex-

tensively closely resembling that of the macroblock in past models, for example AVC.For

a image that has exhibits three examples, a CTU comprises of a NxN square of luma

tests together with two relating pieces of chroma tests. The maximum allowed size of the

luma hinder in a CTU is determined to be 64x64 in Main profile.[6]

Figure 2.1: Example of a picture divided into CTUs

2.3.2 Slice and tile structures

Entire picture or region of picture is called slice.Data structure is sliced which can be

decoded independently from other slices of the same picture,consisting of sequence of

slice segments starting with all subsequent dependent slice segments that precede the

next independent slice segment within same access unit.Sequence of CTUs make slice

segment,this slice segments are independent as they are not inferred from the values for

7



Figure 2.2: Example of slices and slice segments

Figure 2.3: Examples of tiles and slices

Raster scan of coding tree a tile is a rectangular region containing an integer number.A

specific sequential ordering of coding tree blocks partitioning a picture in which the coding

tree blocks are ordered consecutively in coding tree block raster scan in a tile, whereas tiles

in a picture are ordered consecutively in a raster scan of the tiles of the picture.[7, 4, 8]

8



2.3.3 Prediction unit (PU) structure

PU sizes from 64x64 down to 4x4 samples. However, in order to reduce the memory

bandwidth of motion compensation, the 4x4 block size is not allowed for an inter-coded

PU.[9]

Figure 2.4: 8 partition modes for inter PU

2.3.4 Transform unit (TU)

The transform unit (TU) is a square region, defined by quadtree partitioning of the CU,

which shares the same transform and quantization processes. The quadtree structure of

multiple TUs within a CU.[1]

The TU shape is always square and it may take a size from 32x32 down to 4x4 samples.

The maximum quadtree depth is adjustable and is specified in the slice header syntax.For

an inter CU, the TU can be larger than PU, i.e. the TU may contain PU boundaries.

However, the TU cannot cross PU boundaries for an intra CU.

2.4 Intra Prediction

2.4.1 Prediction modes

The decoded boundary samples of adjacent blocks are used as reference data for spatial

prediction in regions where inter picture prediction is not performed. All TUs within

9



Figure 2.5: Example of transform tree structure within CU

a PU use the same associated intra prediction mode for the luma component and the

chroma components. The encoder selects the best luma intra prediction mode of each

PU from 35 options: 33 directional prediction modes, a DC mode and a Planar mode.

The 33 possible intra prediction directions are illustrated in Figure below.[10, 11]

Figure 2.6: The 33 intra prediction directions

The mapping between the intra prediction direction and the intra prediction mode

number is specified in Figure below.

Mapping between intra prediction direction and intra prediction mode for chroma.When

the intra prediction mode number for the chroma component is 4, the intra prediction di-

rection for the luma component is used for the intra prediction sample generation for the

10



Figure 2.7: Mapping between intra prediction direction and intra prediction mode

chroma component. When the intra prediction mode number for the chroma component

is not 4 and it is identical to the intra prediction mode number for the luma component,

the intra prediction direction of 34 is used for the intra prediction sample generation for

the chroma component.[12]

2.5 Inter Prediction

2.5.1 Prediction modes

Each inter coded PU has a set of motion parameters consisting of motion vector, reference

picture index, reference picture list usage flag to be used for inter prediction sample

generation, signalled in an explicit or implicit manner. When a CU is coded with skip

mode, the CU is represented as one PU that has no significant transform coefficients

and motion vectors, reference picture index and reference picture list usage flag obtained

by merge mode. The merge mode is to find the neighbouring inter coded PU such

that its motion parameters (motion vector, reference picture index, and reference picture

list usage flag) can be inferred as the ones for the current PU.[13] The encoder can

select the best inferred motion parameters from multiple candidates formed by spatially

neighbouring PUs and temporally neighbouring PUs, and transmit the corresponding

index indicating the chosen candidate. The merge mode can be applied to any inter

coded PU, not only for skip mode. In any inter coded PUs, the encoder can use merge

11



mode or explicit transmission of motion parameters, where motion vector, corresponding

reference picture index for each reference picture list and reference picture list usage flag

are signalled explicitly per each PU. For inter coded PU, significant transform coefficients

are sent to decoder.[14, 15]

Two types of merge candidates are considered in merge mode: spatial merge candi-

date and temporal merge candidate. For spatial merge candidate derivation, a maximum

of four merge candidates are selected among candidates that are located in five different

positions. In the process of candidate selection, duplicated candidates having the same

motion parameters as the previous candidate in the processing order are removed from

the candidate list. Also, candidates inside the same merge estimation region (MER) are

not considered, in order to help parallel merge processing. Redundant partition shape is

avoided in order to not emulate a virtual 2Nx2N partition.[16, 17] For temporal merge

candidate derivation, a maximum of one merge candidate is selected among two candi-

dates. Since constant number of candidates for each PU is assumed at decoder, additional

candidates are generated when the number of candidates does not reach to maximum

number of merge candidate (MaxNumMergeCand) which is signalled in slice header. For

B slices, combined bi-predictive candidates are generated utilizing the candidates from

the list of spatio-temporal candidates. For both P- and B-slices, zero merge candidates

are added at the end of the list. Between each generation step, the derivation process

is stopped if the number of candidates reaches to MaxNumMergeCand. In the current

common test condition, MaxNumMergeCand is set equal to five. Since the number of

candidates is constant, index of best merge candidate is encoded using truncated unary

binarization (TU).

2.5.2 Spatial merge candidates

In the derivation of spatial merge candidates, a maximum of four merge candidates are

selected among candidates that are located in positions as depicted in Figure. The order

of derivation is A1 B1 B0 A0 (B2). Position B2 is considered only when any PU of

position A1, B1, B0, A0 is not available or is intra coded.[6]

12



Figure 2.8: Positions for the second PU of Nx2N and 2NxN partitions

2.5.3 Generated merge candidates

Besides spatio-temporal merge candidates, there are two additional types of merge can-

didates: combined bi-predictive merge candidate and zero merge candidate. Combined

bi-predictive merge candidates are generated by utilizing spatio-temporal merge candi-

dates. Combined bi-predictive merge candidate is used for B-Slice only. For example, two

candidates in the original merge candidate list, which have mvL0 and refIdxL0 or mvL1

and refIdxL1, are used to create a combined bi-predictive merge candidate as illustrated

in Figure.

Figure 2.9: Example of combined bi-predictive merge candidate [9]
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2.5.4 Motion vector prediction

Motion vector prediction exploits spatio-temporal correlation of motion vector with neigh-

bouring PUs, which is used for explicit transmission of motion parameters. It constructs

a motion vector candidate list by firstly checking availability of left, above temporally

neighbouring PU positions, removing redundant candidates and adding zero vector to

make the candidate list to be constant length. Then, the encoder can select the best

predictor from the candidate list and transmit the corresponding index indicating the

chosen candidate. Similarly with merge index signalling, the index of the best motion

vector candidate is encoded using truncated unary, as maximum number is equal to 2.

In the following sections, details about derivation process of motion vector prediction

candidate are provided.[18]

2.5.5 Spatial motion vector candidates

In the derivation of spatial motion vector candidates, a maximum of two candidates

are considered among five potential candidates, which are derived from PUs located in

positions as depicted in Figure. The candidate positions of motion vector prediction are

the same as those of motion merge. The order of derivation for left side of the current

PU is set as A0 A1 scaled A0 scaled A1. The order of derivation for above side

of the current PU is set as B0 B1 B2 scaled B0 scaled B1 scaled B2. For each

side, there are four cases which can be used as motion vector candidate. Although two

cases are not required to do spatial scaling, the other two cases are. The four different

cases are summarized as follows. No spatial scaling (1) Same reference picture list,

and same reference picture index (same POC) (2) Different reference picture list, but

same reference picture (same POC) Spatial scaling (3) Same reference picture list,

but different reference picture (different POC) (4) Different reference picture list, and

different reference picture (different POC) No spatial scaling cases are checked first and

spatial scaling cases are checked sequentially. Spatial scaling is considered when POC is

different between the reference picture of the neighbouring PU and that of the current

PU regardless of reference picture list. If all PUs of left candidates are not available or

are intra coded, scaling for the above motion vector is allowed to help parallel derivation

of left and above MV candidates. Otherwise, spatial scaling is not allowed for the above
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motion vector.

Figure 2.10: Illustration of motion vector scaling for spatial motion vector candidate

In a spatial scaling process, the motion vector of the neighbouring PU is scaled in a

similar manner as for temporal scaling, as depicted as Figure. The main difference is that

the reference picture list and index of current PU is given as input; the actual scaling

process is the same as that of temporal scaling.

2.5.6 Temporal motion vector candidates

Apart for the reference picture index derivation, all processes for the derivation of tem-

poral merge candidates are the same as for the derivation of spatial motion vector can-

didates. The reference picture index is signalled to the decoder.

2.6 Weighted Prediction

A weighted prediction (WP) tool is included in the HM encoding software. This WP tool

corresponds to the equivalent tool for AVC and it is intended to improve the performance

of inter prediction when the source material is subject to illumination variations, e.g.

when using fading or cross-fading. It should be noted that WP is not enabled in the HM

common test conditions. The principle of WP is to replace the inter prediction signal P

by a linear weighted prediction signal P (with weight w and offset o):

The applicable weights and offsets are calculated by the encoder, using some mech-

anism that is not defined by the HEVC specification, and are conveyed within the bit-
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stream. L0 and L1 suffixes define List0 and List1 of the reference pictures list, respec-

tively. Bit depth is maintained to 14 bit accuracy before averaging the prediction signals,

as for interpolation filters. In the case of biprediction with at least one reference picture

available in each list L0 and L1, the following formula applies to the explicit signalling

of weighted prediction parameters relating to the a corresponding formula applies to the

chroma channel and to the case of uniprediction.

2.7 Loop Filtering

2.7.1 Overview of Loop filtering

HEVC includes two processing stages in the in-loop filter: a deblocking filter and then a

Sample Adaptive Offset (SAO) filter. The deblocking filter aims to reduce the visibility of

blocking artefacts and is applied only to samples located at block boundaries. The SAO

filter aims to improve the accuracy of the reconstruction of the original signal amplitudes

and is applied adaptively to all samples, by conditionally adding an offset value to each

sample based on values in look-up tables defined by the encoder.[19]

2.7.2 Deblocking filter

A deblocking filter process is performed for each CU in the same order as the decoding

process. First vertical edges are filtered (horizontal filtering) then horizontal edges are

filtered (vertical filtering). Filtering is applied to 8x8 block boundaries which are deter-

mined to be filtered, both for luma and chroma components. 4x4 block boundaries are

not processed in order to reduce the complexity (unlike the earlier AVC standard). Fig-

ure illustrates the overall flow of deblocking filter processes. A boundary can have three

filtering status values: no filtering, weak filtering and strong filtering. Each filtering

decision is based on boundary strength, Bs, and threshold values, and tC.

2.7.3 Boundary decision

Two kinds of boundaries are involved in the deblocking filter process: TU boundaries and

PU boundaries. CU boundaries are also considered, since CU boundaries are necessarily

also TU and PU boundaries. When PU shape is 2NxN (N ¿ 4) and RQT depth is equal
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Figure 2.11: Overall processing flow of deblocking filter process

to 1, TU boundaries at 8x8 block grid and PU boundaries between each PU inside the

CU are also involved in the filtering.

2.8 Entropy Coding

A single entropy coding scheme is used in all configurations of HEVC: Context Adaptive

Binary Arithmetic Coding (CABAC). There is no equivalent to the alternative second

entropy coding scheme that was included in the earlier AVC standard.[10, 11] The core

of the CABAC algorithm for HEVC is essentially the same as the CABAC algorithm

for used AVC, but with some changes in the details. As a result, substantially fewer

contexts are used in HEVC compared to the AVC standard, despite slightly improving

the compression performance and throughput speed.

2.9 Challenges

• Challenges for video streaming
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• Latency

• Image quality

• Storage requirement

• Bandwidth consumption

• Distributed denial of Service

• Poising the network

• Fairness in Sharing

• Blocking of peer to peer traffic
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Chapter 3

EXISTING SEARCH PATTERNS

3.1 BLOCK-BASED MOTION ESTIMATION

All CODEC standards uses the block based motion estimation and compensation tech-

niques,where each frame is divided into equal-size.In reference frame are associated with

the search region of each source block.The main objective is to find a candidate block in

the search region which best matches to the source block.this relative distance between

the source and candidate blocks are motion vectors.

Figure 3.1: Block diagram of motion estimation and compensation
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3.2 Motion Estimation Algorithm

Each current frame is divided into equal-size blocks. The reference frame of these source

blocks is associated with search region. A candidate block in the search region best

matched to the source is the objective of the block-matching. Motion vectors are the

relative distance between a source block and its candidate.[12] Various types of algorithms

are Hexagonal Search Algorithm, Diamond search, full Search Algorithm.

Figure 3.2: Block matching scenario

Figure 3.3: Block matching scenario
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3.2.1 Full Search Algorithm

The current block is compared with the reference frame of candidate block as to get the

best match block in the reference frame.[5] The sum of absolute difference values at each

possible location in the search window is calculated by full search motion estimation. All

the candidate blocks for large search windows are calculated by full search. Computa-

tional complexity is of order n2.The sum of absolute difference values at each possible

location in the search window is calculated by full search motion estimation. All the

candidate blocks for large search windows are calculated by full search. Computational

complexity is of order n2.[20]

Figure 3.4: Full Search Algorithm

3.2.2 Diamond Search Algorithm

There are two search patterns in Diamond search algorithms. Small diamond search

pattern: A small diamond shape comprising of 5 check points. Large Diamond Search

Pattern: Comprises 9 check points from which eight points surround the center one to

compose a diamond shape.[21]

21



Figure 3.5: Diamond Search Scenario for ME

3.2.3 Hexagonal Search Algorithm

HEXBS has the minimum cost compared to the DS algorithm with same motion vectors

and fewer search points.[4] The more search points can be saved when there are larger

motion vectors. The last block distortion occurs at the center point if LDSP is repeatedly

used.

Figure 3.6: Hexagonal Search Algorithm
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Chapter 4

Proposed System

4.1 Proposals of Modified Cross Hexagon Diamond

Search Algorithm(Fast search)

Hexagon helps in decreasing the computational complexity to the greater extend.To re-

duce the complexity of time and bandwidth new hybrid search pattern is designed.[22]

Three different patterns to achieve the minimum number of search points at each step.ME

complexity with comparable performance are basic features of these algorithm.

4.1.1 Algorithm Development

The algorithm is designed using Symmetric Cross pattern with step size 2, modified

asymmetric Hexagon with step size 1 and small Diamond pattern with step size 1 from

center point. The steps for proposed algorithm are given below:

• Step 1: The search starts with the Symmetric Cross search pattern with pixel

distance 2. The minimum cost point is obtained using Mean Absolute Difference

computation. If the minimum cost is found to be at center point, then go to Step

3.

• Step 2: The Modified Asymmetric Hexagon search is performed with pixel distance

1. second search with minimum cost point from Step 1 as center point.

• Step 3: Switch from the coarse search to the fine resolution inner search to find

the best motion vector. With minimum point from previous search as center point,
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the search is done with small Diamond pattern having step size 1 .The resultant

minimum point from this step will be used to calculate the motion vector.

4.1.2 Search Path Analysis

Figure 4.1: Proposed Algorithm

Proposed algorithm utilizes only 13 computations for the best match case,so the num-

ber of search candidates is decreased and which turns out to be the reducing motion

estimation time and bandwidth as well.

Evaluation of the new CHDS algorithm(Fast search algorithm) having the featured

inner search,compared with the existing methods in various aspects like search points ,

PSNR, average computational time saving motion estimation.The experimental setup is

as follows: the block size of 16x16, the maximum displacement in the search area is 2

pixels and MAD (Mean absolute Difference) for distortion measurement.
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Chapter 5

Implementation Results

The HM encoder provides two configurations of encoder tools, designated Main and

Main10 in the HM test conditions and software reference configuration document. The

coding tools for the Main configuration correspond to those supported in the Main profile

of the HEVC specification. The coding tools for the Main10 configuration correspond to

the Main 10 profile in the HEVC specification with the bit depth for luma and chroma

both set to 10 bit.HEVC Test model uses three kinds of predictions depending on the

experiments such as only intra prediction,low-delay and random access.[19]

5.1 Intra-only configuration

Figure 5.1: Graphical presentation of intra-only configuration
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In the test case for intra-only coding, each picture in a video sequence is encoded

as an IDR picture. No temporal reference pictures are used. QP does not change dur-

ing a sequence within a picture. Figure gives graphical presentation of an intra-only

configuration, where the number associated with each picture represents the encoding

order.[9]

5.2 Low-delay configurations

For testing low-delay coding execution two coding design have been characterized. The

primary picture in a video grouping is encoded as an IDR picture.alternate pictures are

encoded as summed up P and B-pictures (GPBs). The GPB can utilize just reference

pictures whose POC is shorter than the present picture.The substance of RefPicList0 and

RefPicList1 are indistinguishable.[21]

Figure 5.2: Graphical presentation of low-delay configuration

Entropy coding of the reference picture index is used for management by combination

of reference picture.Graphical representation is shown in the figure representing the low

delay configuration.The QP of each inter coded picture is derived by adding an offset to

the QP of the intra coded picture depending on the temporal layer. In the alternative

low-delay condition (which has not been mandatory in most CEs), all inter pictures are

coded as P-pictures, where only the content of RefPicList0 is used for inter prediction.
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5.3 Random-access configuration

For the random-access test condition, a hierarchical B structure is used for encoding.

Graphical representation of a random-access configuration, each picture represents the

encoding order associated with it. An intra picture is encoded at approximately one

second intervals.

Figure 5.3: Graphical presentation of random-access configuration

5.4 Benchmark Videos

Benchmark videos are encoded by HM 16.8 software.Time stamp ,frame type are been

traced from the video files by HM Software. Using HM Encoder we evaluate quality of

various images that are transmitted. We firstly use the source YUV file to simulation

file.We reconstruct YUV file at receivers end.We can download various benchmark videos

from the site and use them for the evaluation process.[2]
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Figure 5.4: Benchmark Videos

We use this YUV files and convert them into m4v format,this m4v files are then

converted into mp4 files which are used by HM Encoder to get the image quality for

transmitted file.this files are encoded and send for the transmission for receivers side

.Thus this transmitted files are then converted to YUV files on the decoder side.They are

also called reconstructed files which are different on decoder end as compared to encoder

side.[2]

Figure 5.5: Configuration files for intra coding algorithm

The figure5.5 displays the Configuration files for intra coding algorithm.These config-

uration files are used in HM encoder to encode the video sequence.
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Figure 5.6: simulation for HEVC video files

The figure5.6 displays the simulation for various sequences.Detail describtionof various

parameters like PSNR ratio, time stamp,quantization parameters,control rate,CU size etc.

Figure 5.7: I,B,P slices

The figure5.11 displays the I,B,P slices.It shows different values of PSNR, total number

of frames used and their slices.
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Figure 5.8: Results for RaceHorses.yuv sequence in Random Access Configuration

The figure5.8 displays Results for RaceHorses.yuv sequence in Random Access Con-

figuration. The simulation is taken in consideration for four different quantization pa-

rameter, for two different algorithmshowing various result like psnr,bitrate,encoded time.

Figure 5.9: Results for BQMall.yuv sequence in Random Access Configuration

The figure5.9 displaysResults for KirstenAndSara.yuv ParkScene.yuv sequences in

Random Access Configuration . The simulation is taken in consideration for four dif-

ferent quantization parameter, for two different algorithm showing various result like

psnr,bitrate,encoded time.
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Figure 5.10: Results for sequences in Random Access Configuration

The figure5.10 displays Results for sequences in Random Access Configuration. The

simulation is taken in consideration for four different quantization parameter, for two

different algorithm showing various result like psnr,bitrate,encoded time.

Figure 5.11: Bit rate vs QP for all test sequences

The figure5.11 displays the graph of Bit rate vs QP for all test sequences. The

simulation is taken in consideration for four different quantization parameter.The graph

represents bit-rate decreases with the increase in the quantization parameter for all test

sequences.
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Figure 5.12: PSNR vs QP for all test sequences

The figure5.12 displays the graph of PSNR vs QP for all test sequences . The sim-

ulation is taken in consideration for four different quantization parameter. The graph

represents values of psnr decreases with the increase in QP.

Figure 5.13: Encoding time comparison for RaceHorses 416×240.yuv sequence

The figure5.13 displays the graph of Encoding time comparison for RaceHorses.yuv

sequence.The graph represents the time stamp versus quantization parameters.As from

the graph we can see that two algorithms are used MCHD(fast search) and full search are

been compared with each other fro Race horse video sequence.Graph shows the different

time taken by full search algorithm is more compared to the fast search algorithms
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Figure 5.14: Encoding time comparison for BQMall832×480.yuv sequence

The figure5.14 displays the graph of Encoding time comparison for BQMall.yuv se-

quence. The simulation is taken in consideration for four different quantization param-

eter.The graph represents the time stamp versus quantization parameters.As from the

graph we can see that two algorithms are used MCHD(fast search) and full search are

been compared with each other fro Race horse video sequence.Graph shows the different

time taken by full search algorithm is more compared to the fast search algorithms

Figure 5.15: Encoding time comparison for all test sequences

The figure5.15 displays the graph of Encoding time comparison for all test sequences.For

four different QP different encoding time has been plotted for four different sequences.Graph
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represents that the encoding time goes on decreasing with increase in the quantization

parameter.
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Chapter 6

Conclusion

• Implemented HM 16.8 software and analyzed how MCDH best match is selected.

Simulated with different test sequences and obtained the results. Analyzed Full

Search,Hexagonal search and Diamond Search and proposed MCDH algorithm.

Compared full search and MCHD (Fast search) algorithm and found out that full

search algorithm requires much time as well bandwidth increases but in modified

cross hexagon diamond search requires less time and bandwidth.

Developed functions like

– To find PSNR w.r.t reference image.

– To compute motion compensated image.

– To find minimum distance among macro blocks.

– To Compute Mean Absolute difference.
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