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Abstract—This paper presents analysis, design and imple-
mentation of MultiAgnet framework for user centric interactive
Job management system. A reliable approach is adopted by
analyzing this system using formal methods. Formal methods
allow a software engineer to create a specification that is more
complete, consistent, and unambiguous.

Most of the grid middleware supports for batch processing
of jobs which is dominating paradigm leading challenges
for execution of parallel and interactive jobs on the grid
environment. In current situation starting from the console
based job submission to monitoring, the process is cumbersome.
Specifically in long running job, lack of interactive support cre-
ates difficulty in tracing the failure of job which may sometimes
leads to wastage of resources. Overcoming these lacunas, efforts
taken for this project have resulted into development of Globus
compatible interactive user driven scheduler facilitating user
an ease in managing jobs.

Keywords-Formal Methods in Grid, HPC,Interactive jobs in
grid, User driven scheduler

I. INTRODUCTION

A Computational grid is an emerging computing infras-

tructure that enables effective access to high performance

computing resources wherein job management, resource

management and scheduling are key grid services. To make

grid environment greatly useful, user should be given an

ease in handling grid. In this area of High Performance

Computing (HPC), where the lifetime of application codes

often exceeds that of most HPC machines, the ability to

access these machines through a simple generic end-user

interface is of real interest [1].It is increasingly been rec-

ognized that a large pool of HPC users requires interactive,

on demand access to HPC resources[2]. Most of the grid

middleware supports for Batch processing of jobs which is

dominating paradigm. As HPC is becoming a valuable and

emerging technology, it needs to accept the challenges for

execution of parallel and interactive jobs on the grid environ-

ment facilitating the user through the common interface. It

would also be of great importance if the user is permitted to

handle the job in interactive manner by obeying constraints

specified. This paper shares about the system developed in

the grid environment which facilitates the user to handle the

jobs compatible with Globus toolkit.The Globus Toolkit is

an open source software toolkit used for building grids[6].

Moreover the concentrated part of this paper is Analysis

carried out for the implementation of this project using

formal methods helps in preventing ambiguity, inconsistency

and incompleteness.

II. NEED OF INTERACTIVE JOB MANAGEMENT

The goal of Grids is to virtually combine geographically

distributed IT resources from many different administrative

domains, into single customized resources that can perform

a single or a series of specific tasks[4]. Grid should facilitate

an appropriate mode to deal with these tasks. There are

two main kinds of tasks/jobs in the grid system: Regular

(batch) jobs and interactive/visualization tasks [3]. Middle-

ware systems for interactive jobs invocation in the grid based

systems are in the initial state. There is tremendous need for

an end-user interface to a wide area Computational Grid,

which will be comprised of a heterogeneous environment of

machines in diverse administrative domains [7].[8]Defines

brokering infrastructure for interactive applications whereas

[9] explores several interactivity support techniques in Grid.

Graphical framework for Grid interactive applications are

defined in [10] very efficiently. Grid computing middleware

system, Agent Teamwork, defined in [11] are used to dis-

patch agents to coordinate user jobs. Interactive access is

defined to be when users can input information into the

application and received timely output from the application

while on demand access is defined as being allocated imme-

diate access to the requested resources rather than having to

wait for resources to be allocated by a batch queuing system.

For long running jobs, interactive access helps user to handle

and monitor jobs in effective manner retaining grid resource

usage optimum.

III. ARCHITECTURE OF MULTIAGNET FRAMEWORK FOR

JOB MANAGEMENT

Realizing the need to handle interactive jobs by giving

preferences to user requirements is motive of this research

which helps in fulfilling user driven facilities. So the design

a
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and the development of user driven scheduling algorithm

for interactive job management in the Grid environment

was challenging task. This facilitates the user an ease in

interacting with grid environment for deployment of jobs

with fulfilling the specified requirements. To carry out these

requirements, multiagent framework is build. This multia-

gent framework consists of group of interacting intelligent

agents working together to achieve a goal of providing

flexibility of managing jobs to the user. Fig 1 shows scenario

where user is allowed to handle the jobs deployed on the

grid.

IV. ANALYSIS USING FORMAL METHOD

Analysis is concerned with devising a precise, concise,

understandable and correct model of the real world. The

prototype which is developed has been analyzed using

formal methods.

Figure 1. Use case diagram for handling jobs

Formal methods allow a software engineer to create a

specification that is more complete, consistent, and unam-

biguous.[5] This mathematical specification can then be

analyzed to prove correctness and consistency and thus helps

in avoiding failure of the model leading to the reliability.

Basic components of formal methods are data invariant,

state, operation with precondition and postcondition. data

invariant is a condition that is true throughout the execution

of the system that contains a collection of data. State is

the stored data which a system accesses and alters during

execution. Operations are an action that takes place in a

system and reads or writes data to a state. Precondition

defines the circumstances in which a particular operation

Figure 2. Architecture of MultiAgent Framework

is valid and Postcondition defines what happens when an

operation has completed its action

Following Agents are identified for the framework -

• ULA - Interface Agent

• CA- Controller Agent

• InfA - info Agent

• JcA - Job Creating Agent

• RaMa - Resource Allocation and Mgmt Agent

• JmA - job managing agent

Requirement Analysis using Formal Specification lan-

guage are carried out as mentioned -

• A Set named MULAG consists of every Agent

• States are modeled by 6 sets of Agents

• Six identified states UIA,CA,InfA,JcA,RaMa, JmA are

Components of MultiAgent Framework provides inter-

activity to the grid user

States-

UIA,CA,InfA,JcA,RaMa, JmA : MULAG

AllocRes,UnAllocRes:AVAILRES

GN1,GN2,... ...GNn: NIRMAGRID

RegUser ⊆ User

• CanJob,SubJob,SchJob,SusJob ⊆ Job

• RegUser = ∀ U ∈ RegUser ⇒ U ∈ User U(Certified)

(DN)

• MaxJob → Maximum number of jobs

• SubJob = (N,T,Para,WD,ST,C) : T=Interact,Batch, ST

= (Auto,Man);if ST = Man . C = cpu,mem,ss,si

• SchJob = (Jid,Allocres,status,Para)

• SusJob =(Jid,AllocRe,current status)

Data Invariants

• Submitted job should be grid enabled

• #Subjob ≤ MaxJob

• if no resources then ST can not be manual. SubJob.T

= Interact

• SchJob’=SchJob + x x SusJob SusJob’=SchJob - x
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• CanJob’=CanJob + x ⇔ x ∈ SchJob SchJob’=SchJob

+ x

• Every Resource type is a part of NirmaGrid ∀ x ∈
SubJob.c ⇒ x NirmaGrid

• Submitted job should be mapped to scheduled job

SchJob ⇔ SubJob

• SchJob.St = Man ⇒ c Nirmagrid else c = ø

Operations

• User should be able to select & submit a job

• If resources available then manual selection of re-

sources is possible

• User should be allowed to resume the suspended job.

• User should be able to cancel the job

• If ST is manual, submitted job added to manual Sch.job

list with resources = C, else added to AutoSch job list

• User subjob.T = interactive then user should be able to

see the status.

V. IMPLEMENTATION & RESULTS

As a first step toward providing a solution to the problem

defined above , a single interface, which should bind and

interact with the various heterogeneous resources needs to be

created. This interface becomes the part of the middleware

Globus and may be compared to an operating system of

a Grid, which allows the user to select the resources,

specify the constraints and schedule the job on grid nodes

in transparent manner with handling security and permission

issues.

The developed system provides users with an easy to learn

and use GUI based UI for job submission, monitoring, and

control high performance computing services.

The implementation is divided among various modules.

The modules are divided as:

• Graphical User Interface

• Fetching data from MDS

• Fetching data of processes running over remote node

• Maintaining Input & Output between remote node and

admin node

• Implementation of scheduling algorithm

• Deployment of Job-Modules as per scheduling decision

on remote node

• User centric Job management functionalities

Fig 3 & 4 shows facilities of jab handling assigned to the

user. User can specify his constraint like deadline for job

execution. And to act upon this, the algorithm executes to

balance the load, if required. Figure 5 compares the results

obtained after executing the job with and without agents and

proves that use of agents does not make any delay in job

management activities.

Figure 3. GUI for job handling

Figure 4. Job submission

In Figure 6, a comparison between FCFS algorithm and

Proposed algorithm is done based upon the total number

of Jobs scheduled from the pool given by, taking in to

consideration the deadline of the Jobs and achieving Load

balancing as per Ideal Load of each Resource
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Figure 5. Performance measurement with and without agents

Figure 6. Total jobs scheduled

In Figure 7, analysis of the relation between the numbers

of Jobs submitted with the given deadline is shown. The

total number of Jobs is considered to be the same for the

analysis i.e. 15 Jobs. The deadline of each Job is increased

as shown in the figure and then the total number of Jobs

submitted within that deadline is analyzed. As the deadline

of the Jobs increases, the total number of Jobs submitted

also increases.

Figure 7. Jobs submitted in given deadline

VI. CONCLUSION

During analysis , use of formal methods helps to build

the system in reliable manner. States, data invariants and

operations with precondition and post condition helps in

defining the requirements very clearly with consistency.

For execution of interactive Jobs, traditional scheduling

algorithms would be of no use as they are designed for

batch Jobs. So, for interactive Jobs, the response time is

more important. And the Jobs should be deployed over the

Grid such that Load balancing is achieved for maximum

utilization of Grid

Actually experimental work done for development of

agent based scheduling algorithm for handling interactive

jobs are compressed in this paper. It is observed that Agent

based system work efficiently to carry out the functionality

specified by the user.
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