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Abstract

Today every developing country is trying to become digital. This digitization makes an
increase in usage of the Internet. All business also turned out to be online. Every indus-
try is more over-dependent on the Internet because their business is running on mobile
apps, Web application, etc. So business’s privacy policy is at risk because of the threat of
cyber crimes like identity theft, Denial Of Service (DoS), Phishing Attack, etc. It makes
us be attentive to our presence on the Internet. One of the solutions of saving ourselves
from being a victim of any cybercrime is Network traffic analysis. Network traffic analysis
is the process of classification network packets into two categories, normal and attack.
Here We are making a survey of different techniques for network traffic classification
and discussed different learning approaches based on normal network traffic behavior of
users. We also discuss procedures to detect abnormal behavior of traffic data by Machine
Learning (ML) techniques. We are proposing a solution for attack detection using deep
learning method. In our proposed solution, we are using a genetic algorithm for feature
selection and training a neural network using Long Short-Term Memory Recurrent Neu-
ral Network (LSTM-RNN) for sequential time-based data classification. We are using the
KDDCUP99 dataset which has 41 features and one target column labeled with a name of
the attack for our experiments. KDD99CUP has Four attack categories: DoS, Prob, User
to Local (U2L), Remote to User (R2U). We are using 10% data of KDD99CUP dataset

for the experiment.
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Chapter 1

Introduction

As in the day of growing Internet usage, every business has grown on to the Internet
via the web application, web services, and apps. These all things make the network
more unreliable. As the number of user increases, usage of network bandwidth will also
increase and the Internet crimes are also increases. For making network reliable and
trustful, there is a need for a constant eye on the network traffic. As usage of Internet
increase, network traffic is also increasing and also analysis become hard. For to handle
large data, we need to classify network in such way that can make easy to analysis the
current real-time attack.

As business taking full advantage of Internet, attacker also using Internet to perform
a malicious activity using user information. There are many computers related crime
reported in past decade. For example, botnet egg-drop attack started form 1993 and
increased as per the time. A botnet is the group of people who all perform the malicious
activities as per the instruction of the botmaster. The FBI Internet Crime Complaint
Center reported 269,422 incidents of cyber attacks in 2014, with a total estimated loss of
$800 million (FBI, 2015). The Verizons 2015 Data Breach Investigations Report shows
that almost 80,000 security incidents were discovered by 70 organizations around the
world in 2014, causing them an estimated financial loss of $400 million (Verizon,2015).

Intrusion Detection System helps to analyze network traffic and also helps in detec-
tion of attack. For handling network security risk and provides QoS to users on the
Internet, network traffic classification techniques are used. Machine learning is a more
powerful technique for collecting individual user’s behavior and analyzed it . There are

three types of network traffic: sensitive, best-efforts, and undesired. For traffic profil-



ing, classification algorithms like k-means, support vector machine, fuzzy base k-means
clustering algorithm, and classifiers are used. As network classified based on the normal
traffic, different intrusion detection systems are proposed for detecting abnormal behavior
on to the real network traffic. Intrusion detection system is nothing but a measure of the
deviation of the behavior into the traffic. As there are many type of attacks and they are
changing constantly, there is a need for a system that can detect attacks whose signature
is not known. For to identify unknown attack, here we are proposing intrusion detection
system with good accuracy and has precision in detection of attack.

A brief discussion on different method for classification and intrusion detection system

are in chapter 2.



Chapter 2

Classification of Network Traffic

2.1 Importance of Network Traffic Classification

Raising usage of Internet, also raise security threat and cybercrime. To protect users
from not to become victim of the any attack from the attacker, we need solution for it.
Classification is one of the essential technique to deal with huge data which is a mixture
of traffic flow network. There are three major categories of network traffic including
sensitive, best-efforts and undesired. Sensitive traffic delivers data on time like an online
game, video chat, etc. Best efforts don’t have any data loss like an email, peer-peer.
Undesired data is spam mail, malicious attack, etc. There are two traditional methods
that are mainly used for packet classification in [4]. Port-based classification is using ports
for classification. The disadvantage of port-based technique is the use of a dynamic port
in application. The payload-based method is using payload information for classification.
It checks for signature to be up to date. so it overcomes port based limitation but
it increasing processing time. So one new method found by researchers is statistically
based that taking packet arrival time for classification. Network traffic can classify as
normal and malicious (i.e abnormal). For classification, there are different parameters to
be considered like port, [P address, payload size, packet arrival time, etc. Based on this

parameter they are assigned to the relevant class.



2.2 Traffic classification and the dawn of Machine

Learning

This section explains machine learning concepts and its application into the traffic classifi-
cation. Before machine learning, Traffic classification was done using TCP and UDP port
numbers and payload data inspection, but this two methods also have their limitation

and to overcome this limitation machine learning technique becomes useful.

2.2.1 Deep Packet Inspection (DPI) Based traffic classification
and its Limitation

There are mainly two methods, port-based and packet-based are used traditionally for

classification. But they have their own limitation that is discussed in this section.
Port Based Classification

TCP and UDP are two most used ports in the application. Classifier sets in the middle
of the application and observes TCP SYN packets to getting information about new
client-side TCP connection. Then it checks target port number with Internet Assigned
Numbers Authority (IANA) for to check port is registered.

The first limitation is many application uses client ports that are into the range of
registered port numbers. Some ports are not registered with TANA. Example of it is
peer to peer application like Napster and Kazaa. The application can also run on other
ports rather than well-known ports. Sometimes server ports are dynamically assigned.
Some application uses HTTP port 80 but firewall does not filter 80 port traffic [5]. TP
over HT'TP allow tunneling of application. The single port number assigned to the single

application for different QoS requirement.
Payload based Classification

To overcome the limitation of port-based classification, researcher introduced payload-
based classification method. Many application uses state reconstruction of the session
using packet content. A Port and payload both method is used in [6]. The process starts
with the identification of flow’s port number if it does not match then it match protocol
of the packet. If it fails to identify then it matches with the first KByte of the packet

examine. Remaining flow can be classified using the entire payload. But the limitation



of this method is its complexity and load of processing on to the classification device.
Classification of encrypted data is difficult by payload based method. A direct analysis

of application may violate privacy policy of organization.

2.2.2 Statistical characteristics used for traffic classification

Port and payload based techniques are deep packet inspection techniques and their ad-
vantages and disadvantages discussed in the above section. To overcome the limitation
of these two methods, a statistical characteristic like idle flow time, distribution of flow
duration, inter-arrival time and packet length are used for identification of application.
Traffic sampling and profiling using statistics properties using the flow of traffic in [4].
A flow based statistical method need information about flow. There are three types of
flow uni-direction, bidirectional, and full directional. All Packets have the same source
and destination IP address and ports. Bidirectional flow is a pair of unidirectional flow
which direction is opposite to each other. Full directional flow is bi-directional flow that
is collected during the whole lifetime. A large number of datasets, multidimensional
space flows, and more number of packet attributes in traffic data is the reason for to use

Machine Learning techniques into the classification.

2.3 Traffic Classification using Machine Learning Tech-

nique

ML is the useful technique to find out the pattern from the data. Applications of ML
are search engine, Data mining, medical diagnosis, load forecasting and so on. History of
Machine Learning Techniques for the network traffic classification is given in below table

2.1.

2.3.1 Concepts of Machine Learning

Packet classification traditionally is using port and payload based methods. The port-
based classification unable to handle dynamic port. Machine learning techniques over-
come the limitation of these two methods. Research is going on for traffic classification
using ML. Some of machine learning techniques are discussed in this section. Most of the
machine learning technique for traffic classification is based on supervised learning and

unsupervised learning. Supervised learning is known as classification ML Technique and



Paper Title Year | Brief Description
Netman: a learning network traffic 1990 | It is implemented for to maximize
controller [7] call completion in circuit switched
telecommunication network
Artificial Intelligence and Intrusion 1994 | Intrusion detection using Al machine
Detection Current and Future Direc- learning technique first startup into
tions [9] the area of network intrusion detec-
tion
A Statistical Method for Profiling 1999 | Two clustering methods used to make
Network Traffic [9] a group of similar activity for the
user and helps to detect abnormal
behaviour
Profiling Internet backbone traffic: 2005 | Prevent from the cyber attacks data
Behavior Models and Applications mining and information theoretical
[10] technique use for discovering the pat-
tern and abnormal behaviour
Automated Traffic Classification and 2005 | Auto class machine learning method
Application Identification using Ma- used as a limitation of port and pay-
chine Learning][! 1] load based classification. The unsu-
pervised Bayesian classifier is also
used for the first classification of data
Network Traffic Classification Using 2007 | unsupervised k-means clustering algo-
K-means Clustering[12] rithm used with accuracy 80 % overall
Machine learning based encrypted 2009 | for to make classification ssh and
traffic classification: Identifying SSH skype application compare five ma-
and Skype[l3] chine learning algorithms, AdaBoost,
naive Bayes, SVM, Ripper, and c4.5
make a conclusion as c¢4.5 is better
among all five
Real-Time Traffic Classification Based | 2010 | As disadvantage of port and payload

on Statistical and Payload Content
Features[!]

based method in this author uses sta-
tistical and payload based features

for to classify data trace MAWI and
this works with HTTP and FTP more
accurate than with DNS

Table 2.1: History: Machine Learning Technique as a solution for Network Traffic Clas-

sification




unsupervised learning is known as clustering ML Technique. There is one more approach
that is hybrid in which both supervised and unsupervised learning approaches are used.
Machine learning traffic classification has two main categories that are probabilistic and
deterministic. Deterministic method classify classes based on the distance calculation.
Probabilistic classification uses the probability value to categories all respective classes.

Assignment of the class is done based on the largest probability value [?].

2.3.2 Swupervised Learning Approaches

Labeled Data is used in supervised learning approach makes classification easy. There
are many supervised learning techniques available that are discussed in this section. Su-
pervised learning defined classes for all predefined traffic low. When new instance comes,

it maps with predefined class.

e Naive Bayes
Naive Bayes is classification technique that is based on Bayes’ theorem and it is a
probabilistic classifier. This is one of the scalable classification method. Bayesian

Probability can be described by following equation 2.1 [15].

prior X liklthood

posterior = (2.1)

evidence

In most of the example, the denominator is constant. In this method, one as-
sumption is made that all features are independent of each other. A Prior for the
given class can be defined as a number of samples for the given class from the
total number of sample into data. In [16] authors used naive Bayes classification
technique for classification of application on-site institution full duplex researcher
data. Data contains both directions traffic during 24-hour on full duplex gigabytes
Ethernet link. Authors focused on to the features like Flow duration, TCP port,
payload size, Effective bandwidth and packet inter-arrival time. Two methods, Fast
correlation-based filter and kernel density based estimator is used for classification.
A kernel density based method gives around 93 percentage of accuracy. Dataset first
pre-filtered using FCBF. That gave around 94 % accuracy. So they used method
Naive Bayes with FCBF and kernel density estimator that gives the highest ac-
curacy. In [17] authors Proposed new schema for traffic classification using ISP

dataset that gives the best result with a small amount of training unidirectional

7



flow data. In this method, authors used flow base information correlation data for
the prediction of the class as explain into the naive Bayes theory. Classification is
done based on the maximum prior correlation value. Experiments perform on the
two real-time datasets and it gives high performance in less time. Best first search

method used for the feature selection.

In [18] authors used dataset from University of Queen Mary repository and from
around 266 attribute applying feature selection methods, they got 8 attributes for
the classification. Wrapper and filters methods are used for feature selection. In
[19] authors used Gaussian naive Bayes technique and get 100% accuracy after so
many iterations. Proposed technique have steps: Capture, Analyzing, Extraction,
Preprocessing and classifier Gaussian Naive Bayes to predict DDoS Attack. An
Experiment performed into the hmad Dahlan University Networking Laboratory

for the 60 minutes slots.

Decision Tree

A decision tree is a graphed structure in which node represents an attribute of the
dataset, Branch represents the condition of the result: true or false and each leaf
node represents the class. The decision tree is easy to understand, allowing to work
with a different scenario, and gives results: worst, best and expected. It can be
use with other techniques also. In [20] author used different supervised learning
method for to detection of the botnet packet. But decision tree has more accuracy
than other algorithms. Authors performed experiments on to ISOP dataset which
has both malicious and non-malicious and measure accuracy with four parameters
precision, recall, F-measure and correlation coefficient. Authors used flow-based de-
tection method for detection of the botnet and got the best result for C4.5, RF Tree,
and RTree.

In [21] authors used decision tree with practical swarm optimization (PSO) for
to remove false positive and detection of spam. Classification of the attributes is
done using normalization of information gain. Feature selection method MBPSO

and the decision tree c4.5 algorithm are used to analyzed result. A measure of



result parameters is sensitivity, specificity, and accuracy. Random forest is one of
the tree-based machine learning algorithms which is a group of individual decision
trees. In [22] authors used different machine learning approaches for capturing c&c
(Command and Control) session for detection of DDOS and botnet attack. 55
feature vectors are used for experiments. Random forest algorithm is best for high
dimensional data. In this paper, the author compares the result with naive Bayes,
K- nearest and SVM algorithm with random forest. Accuracy of the experiment is

calculated using 10 fold cross method.

(4.5 Decision tree has the ability to classify the discrete or continuous type of data.

It’s starts from the top and goes up to the class label [23].

Genetic Algorithm

A genetic algorithm is a biological structure which has cells to build block. The
Genetic algorithm also has chromosomes in binary form 0’s and 1’s. Chromosomes
are nothing but DNAs. A genetic algorithm has several phases like initialization,
fitness test, selection, crossover, and mutation. So finally we can say that genetic
algorithm is one of the optimization technique which find out input and find op-
timized output. The main application of genetic algorithm is feature selection. A
Genetic algorithm defined rules for identifying malicious behavior into the network
in [21]. Here authors concentrate only TCP/IP connection and used penalty fitness

formula for accuracy measure.

SVM: Support Vector Machine

SVM is one of the machine learning algorithms which we can use in both classifica-
tion and regression. Hyper-plane is used to classify features and select hyper plane
which correctly segregate data in two classes. Selection of hyper plane is based on
the margin between nearest point. SVM is of two types: linear and non-linear. In
non-Linear SVM, first function is apply to convert point into the linear and then
the process is similar as linear SVM. The bad hyperplane selection gives noisy clas-
sification. In [25] authors used SVM for TCP network classification to solve the
multi-class problem of SVM. Classification process follows steps. First, collect traf-
fic and represent it into the flow, take TCP flow with bidirectional that observed

port number and three-way handshaking of packets that are not in sequence. Train-



ing phase takes application payload and apply payload pattern matching method
for classification according to coordinate surface matching if matched than assign
to that class else assigned to the unknown class.

Parallel SVM for network traffic classification to handle big data problem is used
in [26]. MapReduce open source programming model used for big data storage and
processing. Training phase divides data set into multiple subsets of data and then
load it with corresponding mapper nodes. Hadoop is used for implementation and

labeled flow as unique ID.

2.3.3 Unsupervised Learning Approaches

Unsupervised learning is also known as clustering in which similar types of attributes are
collected in one group called cluster. An attributes in one cluster that are dissimilar to
other. There are many clustering algorithms like K-means, Fuzzy c-means, etc. The main
component for clustering algorithms is distance measure. Euclidean distance is distance
function used by many researchers for clustering. Distance for high dimensional data is
calculated using minkwoski distance method. Unsupervised methods for network traffic

classification are explained in this section.

e K-means Clustering
K-means clustering algorithm used statistical information to build classifier. Clus-
ters are build using similarity measures, distance calculation like a Euclidean al-
gorithm. Euclidean distance calculate using equation 2.2 [12]. K-means clustering

algorithm creates spherical clusters in shape.

n

D(a,b) = () _(a: — b:)*)"/? (2.2)

i=1
If distance nearest to two clusters than optimal solution can be derive using error

minimization that is defined in equation 2.3 [12].

Error = Z Z \dis(a;, b;)|? (2.3)

i=1 j=1

Mean square error can calculate using distance error and cluster center. K-means

clustering followed by a two-steps procedure. first, calculate mean center for all data

10



and than reassignment of the cluster by new cluster. K-means clustering method

is partition based.

k-means for network traffic classification used in [27]. The experiments for classi-
fication using log transformation data and original data monitor of 1000 users in
research lab and using k=20 cluster to 200 clusters, gets 80% accuracy and after
applying log transformation get 10% more that is 90% accuracy. Online and offline
data classification is done in [28] on Auckland IV and Calgary dataset. Classes con-
sidered for the Auckland IV datasets are DNS, FTP (control), FTP (data), HTTP,
IRC, LIMEWIRE, NNTP, POP3, and SOCKS. In [29] k-means clustering and ex-
pectation maximization algorithm performances are compared using accuracy as a
measurement parameter for differentiating both algorithms. For feature extraction,
authors used correlation-based feature selection. It selects attribute: Flow dura-
tion, Packet length, Inter-arrival time, and Total number of the packet in the flow

for the classification.

DBSCAN

A DBSCAN is a density-based algorithm which groups points that are very nearby
to their neighbors and also mark outliers which are alone in the low-density region.
DBSCAN algorithm works in steps. First, calculates neighbor points and finds
core point from the min points neighbors. The second step is collect all connected
components to the core point and ignore all noncore points, and final step is to

assign all noncore point to neighbor point or assign them as noise.

In [30] DBSCAN is used for abnormality detection using two parameters epsilon and
min points. A K-nearest neighbor algorithm used for calculation of two parameters.
Epsilon gives radius between two points and min points gives the minimum number
of points required to define the group as a cluster. Experiment dataset includes
remote and local computers. In [31] authors establish netstream that produce one
direction network flow which generates a network with same properties i.e source
address, destination IP, source port, destination port, and protocol. DBSCAN
is used for clustering normal and abnormal behavior. In the lab, by using net-
stream dataset collected and extracted features using feature extraction. DBSCAN

algorithm used for clustering and performed DoS attack for abnormal behavior de-

11



tection. The result is compared with k-means clustering according to false alarm

rate. k-means method gives more false alarm rate than DBSCAN.

e Autoclass
Autoclass is clustering algorithm which based on the Bayesian method and useful
for finding the optimal solution for a large dataset. Theory of Bayesian classifi-
cation is to find the best class that predict data in given modal space. This is
a probabilistic algorithm. Autoclass calculates likelihood of instances and accord-
ing to that calculates weights of all instances. Autoclass can handle missing data.
This method allows selecting clustering automatically. Autoclass uses Expectation
Maximization(EM) algorithm. In that, there are two steps. First, finds parame-
ters for the cluster and maximization step, find mean and variance to re-estimate

parameters till it converts into the local maximum.

2.3.4 Hybrid Approaches

Hybrid machine learning approach is most useful in network traffic classification in which
classification and clustering both techniques are used for detection of abnormality. Fuzzy
logic and genetic algorithm are used in [1] for network abnormal behavior detection which
has one flow exporter that collects flow and processed packets. Classification is done as
per the features like source and destination port and IP, packets per second, and bits
per second. Processed packet becomes input for the fuzzy logic that uses the Gaussian
function. After fuzzification, it defuzzifiy packets and if needed alarm raise based on the
given thresold value. Figure ?? shows the structure of fuzzy logic proposed system. The
digital signature of network segments flow analysis (DSNSF) helps for creating a network
profile in [1].

To overcome supervised approach of SVM, Researcher in [32] proposed enhanced
SVM method that uses a Genetic algorithm and TCP/IP fingerprinting along with self-
organized feature map (SOFM). SOFM is used for user profiling for normal traffic Packet
TCP/IP fingerprinting for filtering unknown packets and the Genetic algorithm is used
for the choice of the more appropriate packets. Sliding window concept is used for identifi-
cation packet for a particular connection. The result of the proposed system is compared
with supervised and unsupervised SVM method. In [33] SVM-CART algorithm used

for abnormal behavior detection. First linear discriminant applied for reduction of di-

12



mensionality of the dataset and also make a selection of the best features. Classification
algorithm assigned more weight to nearer point and CART gives more weight to a distant
point in proposed SVM method. Accuracy is compared with KNN algorithm.

In [34] new method is defined for detection of intrusion that is cluster center and
nearest neighbor. First, K-means clustering algorithm used for extracting center of each
predefined class and find the nearest neighbor for all cluster. It creates new data set with
one dimension that is calculating a distance. The result is compared with SVM, CANN,
and KNN. But CANN gives good result compared to KNN. The advantage of CANN is
it taking less computational time and it fails to recognize U2L and R2L attack.

In [35] Decision tree and one-class SVM used to build a misuse based anomaly detec-
tion model. C4.5 used as decision tree algorithm which decomposed data into regions and
labeled that data as a class. One class SVM is one of the best technique for detection of
outliers. In [35], proposed system used decision tree algorithm for extraction of feature
and based on the extraction of features if attack is known then raise alarm else again
go to the one class SVM step that contains leaf node subset. One class SVM verifies
attack is there or not and if it is there then it raises a notification to admin. The decision
tree has 99% accuracy for detection of known attack but, in author’s proposed system

one-class SVM added to identify the unknown attack and reduce false alarm rate.

2.4  Deep learning: A Machine learning Technique

for network traffic classification

Deep learning is the more powerful and flexible machine learning algorithm which creates
a nested hierarchy of concepts with concepts defined in relation to a simple concept.
To understand the concept of deep learning lets take one example, identification square
shape. First step is to check if the shape has four lines or not and then check for other
properties of a square shape that is all lines are in same length, perpendicular, etc. To
identify square, create a simple task from the complex large task. This is the way deep
learning works. In this section, we are explaining how deep learning is useful than other

machine learning techniques and how its used as network traffic classification.

13
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2.4.1 Benefits of Deep learning Over Other Machine Learning
Techniques

The following points proves that deep learning is better than other machine learning

Techniques.

e Data Dependencies
Most of the machine learning algorithm performance measure on the scale of data.
Depp learning algorithm is not well with small data. So deep learning can easily

handle large-scale data than other machine learning algorithm.

e Hardware Dependencies
Deep learning algorithm works on the high-end machine where others can work on
the low-end machine. For example, GPU which can perform a large amount of

matrix manipulation.

e Feature engineering
Deep learning has in build mechanism to learn high-level features from the data. In
other machine learning algorithm, this is time-consuming and complex work that

is done by manual and coded feature extraction algorithm.

e Problem Solving Approach
Traditional Machine learning Techniques breaks the problem into several parts and

solve them and combine them again. Deep learning solves problem end to end.

e Fxecution Time
Deep learning takes a long time to train but less time to run testing where other

machine learning takes more time to validate.

o Interpretability
Deep learning cannot be interpreted easily but other machine learning technique

can interpret easily.

2.4.2 Deep learning for network traffic classification

Deep Learning creates a nested hierarchy of concepts with concepts that are defined in

relation to the simple concepts. Deep learning architecture has three types of layers.
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The first layer is Input layer, second hidden layer and at last output layer. A number of
hidden layers depend on the number of features (Attributes in given Dataset). There is
a number of bias that are used in the calculation of weights in the hidden layer. Deep
learning has many advantages with respect to ML techniques. Deep learning works with
large data. It has an inbuilt mechanism to learn high-level features from the data. It
provides end to end solution. It takes time for learning but it gives the fast result at the
time of validation. Deep Learning is also named as the neural network because it is one
kind of network that is made of many layers.

There are many deep learning based machine learning algorithms like Convolutional
Neural Network (CNN), Recurrent Neural Network (RNN), Adaboost, autoencoder, etc.
But the main concept of deep learning is its self-learning. A brief discussion on different
deep learning techniques in network traffic classification is done in further part of this

section.

e Convolutional Neural Network (CNN)
A convolutional neural network is the network of neurons with respect to bias and
weights. It has one 3D layer that takes input as 3D and gives output in 3D visual-
ization. It has layers like input layer, convolutional layer, an activation layer, pull
layer and fully connected layer. In [30] authors proposed one-dimensional convo-
lution network for an end to end encrypted traffic. This solution is applied to the
ISCX-VPN dataset. 1D-CNN makes tarffic classification easy. The malware traf-
fic classification method is implemented using a convolutional neural network that
taking traffic input as an image in [37]. This is the first trial of traffic classification
using raw data. Total 8 experiment was done on data and concluded that session is
better with respect to flow. In [37], the author has used 3 types of CNN classifiers

in two scenarios. The average accuracy of classifiers is around 100%.

e Recurrent Neural Network (RNN)
It is the type of ANN which allows execution of time sequence with dynamic tem-
poral behavior. It has its own memory for processing inputs. Mainly two types
of RNN are present Long Short-Term Memory (LSTM) and gated recurrent unit.
In [38] authors used LSTM RNN model to train intrusion detection system. To
detect a multichannel attack, in [39] authors have used LSTM-RNN method. The

multi-feature extraction method was used for feature extraction. RNN is also used
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as cyber-physical system’s attack detection [10]. In [38] authors used LSTM-RNN
method as IDS on KDD99CUP dataset. LSTM-RNN is the best algorithm for
sequential data training. In [11], researchers worked on different optimizer and
found that LSTM-RNN performed best using Nadam optimizer and gives 97.54%
accuracy. In [12], authors identified parameters for LSTM-RNN that are best per-
formed on the KDD99CUP dataset. They gave learning rate 0.1 and 1000 epochs
to LSTM-RNN model and got 93.82% accuracy. In [13], authors used Deep Recur-
rent neural network (DRNN) for identifying user behavior into the tor network and
proposed a system with tor server and client and sniff traffic using Wireshark net-
work analyzer tool. It has good user prediction ability. In [14], authors used Deep
Neural Network (DNN) based method for identifying flow based issue for Software
Defined Networking (SDN) network which is more popular and good solution for

future Internet communication.

In [2], researcher proposed forensics evidence creating a system which using RNN
that is useful for identifying attack into the computer system. It reduces cost and
time of forensics process. In [15], authors proposed anomaly-based IDS using the
autoencoder and Restricted Boltzmann Machine (RBM) deep learning method on
the KDD99CUP dataset. In RBM, one hidden layer perform feature reduction
clustering and their weights are passing to other RBM hidden layer for to create
deep belief network (DBN).

In [39], authors proposed multi-channel attack detection system using LSTM-RNN
on KDD99CUP dataset. They used voted algorithm for identify an attack. There
are three main categories for features: basic, Content and flow based. Three chan-
nels with three different kinds of the dataset are given to LSTM-RNN and then it
passed to Logistic regression for the final result of attack detection. The outcome
is measured by accuracy and detection rate that is compared with different neu-
ral network based algorithm result. It gives 98.94% accuracy after training testing

using the proposed system.

Restricted Boltzmann (RBM) and Autoencoder
RBM is the stochastic approach which has a stochastic unit with distribution.

Numbers of layers are present between hidden layer and input/output layers. For
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minimizing reconstruction error, adjusting of weights are done by RBM. Autoen-
coder is an architecture which has two parts, first encoder, and a second decoder.
These two are adjusted between the input to hidden layer and hidden to output
layer respectively. In [1(], authors used these two methods for network intrusion

detection.

2.5 Datasets: Available for Network traffic classifi-

cation and Abnormal Behavior detection

Many researchers are doing work on finding a deviation in the behavior of the users
from its normal behavior. It is hard for a researcher to work on dynamically changing
dataset and learning any machine learning model with unlabeled data. Availability of well
processed and labeled datasets are so rare. This section gives information about publicly

available dataset for network traffic classification and abnormal behavior detection.

e CAIDA Dataset
CAIDA is an Internet trace dataset which contains active and passive both mea-
surement. Active measurement of the Internet is done the macroscopic project by
performing active probing on IPv4 and IPv6 Internet. Passive measurement is done
on a network like academic, nonprofit and commercial infrastructure by monitoring

specific link, TP address, etc [17].

e Lawrence Berkeley National Laboratory (LBNL) and ICSI Dataset It is
a web repository of packets which are collected from the activity of more than 100

hours and using 1000 of several internal hosts. It has many dimensions [15].

¢ DARPA Dataset
Defense advanced research project agency is named as DARPA. This dataset has
probability measurement of false alarm rate and detection rate. It has data of years
1998 and 1999. The main advantage of this dataset is that it has different data
types that are used for many intrusion detection systems with eliminating privacy

concern. 2000 DARPA dataset is available at [19].

e KDD cup 1999 Dataset

KDD dataset name comes from knowledge discovery and data mining. It has data
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from both attack "BAD” and normal” GOOD” connections. Data audited in this

dataset mostly simulated on military network environment [50].

Internet Traffic Archive Dataset This data set is given by ACM Sigcomm.
This dataset is used in the study of network dynamics, patterns of growth and
characteristic of usage. On this archive, users can’t perform traffic analysis because

of it containing privacy details [51].

ISCX Dataset

I[SCX named from Information security center of excellence. Dataset has full packet
payload in pcap file format. ISCX contains a number of datasets named as ISCX
UNB Dataset, ISCX NSL-KDD dataset, ISCX VPN-VPN traffic dataset, ISCX
Botnet dataset, ISCX Tor-monitor dataset and ISCXFlowmeter for the researcher.
Dataset repository present at Canadian Institute of cybersecurity. This dataset

contains 7 days normal and malicious activities [52].

Kyoto University’s Honeypots Dataset
Kyoto dataset has traffic data that are generated with sanitized IP address using
Bro IDS tool on honeypot [53].

MAWI Working Group Traffic Archive

This dataset is storage of traffic data from the WIDE project. It is created on
the daily traces using transit link of WIDE (upstream of ISP) [54]. This dataset
provides daily updated traffic as per the new application and anomalies. Dataset

has labeled traffic data.

Queen Mary Research Online Repository

This Repository provides meta storage of dataset for a researcher with partial access

[55]-

UNIBS Dataset

UNIBS has two datasets UNIBS 2009 and ssh tunnel dataset. These dataset traces
are taken from edge routers of University of Brescia in the period of continuous
three working days. This has 27 GB data consist of both TCP and UDP traffic.
Data includes web, mail, BitTorrent, Skype (TCP & UDP) and other. It contains

around 79000 flows. The whole data trace is done on GT client daemon [50].
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e Auckland IV Dataset
The dataset contains Synchronized GPS IP header taking from DAG3 card at Auck-
land University. This dataset contains TCP, UDP, and ICMP traffic excluding

non-IP traffic. For the processing of the trace, it suggests Libtrace tool [57].

e CALGARY Dataset
Data is traced by monitoring Calgary university Internet link. This data packets

are with the payload. It has 60 GB data in duration of 1 hours [22].

2.6 Traffic Classification Evaluation matrices

For to make difference between traffic classification technique, evaluation matrix is a
method for predict accuracy. Calculation of accuracy needs number of matrices that
explained in below section.

Let’s take traffic class C in which we are interested. It is collected from the set of the
huge traffic class. Instances is part of Class C or not is identified by classification. Its

accuracy can be calculated using the following characteristic.

e False Negatives(FIN)
(Classification of class C as not part of a class recognized as incorrectly. Meaning of
this condition the situation is not present really but by classification, it is showing

the presence of it [34].

FalseNegative

FalseNegative Rate = (2.4)

TruePositive + FalseNegative
e False Positive(FP)
Classification of class C as part of traffic class recognized incorrectly. It means that

the given condition is there but actually it does not present [31].

FalsePositive
FalsePositive Rate = 2.5
arselostipenate FalsePositive + TrueNegative (25)

e True Positive(TP)

Classification of class C as Part of class recognized correctly. The data that are
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correctly classify by classifier [34].

TruePositive
TruePositive Rate = 2.6
e OSTHUERe = e Positive + FalseNegative (2:6)

e True Negative(TN)
Classification of class C as not part of class recognized correctly. The data that are

not correctly classy by classifier [34].

TrueNegati
TrueNegative Rate = ruelVegative

2.7
FalsePositive + TrueNegative (27)

Traffic classification also has two most recent matrices for evaluation. Flow accuracy

and Byte accuracy. Flow Accuracy is the percentage of flow classified correctly from

given dataset and Byte accuracy measured numbers of bytes from packets, classified flow

correctly. Mean square error is also traffic classification measure which is square of the

difference between actual and predicted value. It is defined by following equation 2.8 [15].

N
1
MeanSquareError = N g (ActualValue — PredictedV alue)? (2.8)
i=1

The major parameter that is considered for the neural network is model training and

testing accuracy. Accuracy is defined by the following equation 2.9 [15].

TruePositive + TrueNegative

x 100
TruePositive + TrueNegative + FalsePositive + FalseNegative

(2.9)

Accuracy =

21



Table 2.2: Survey Table

Paper Title Method used |Dataset Total Number |K- fold|Accuracy
used Number |of Fea- Cross
of Fea- |tures Vali-
tures in |used dation
Dataset (Y/N)
Internet Traffic |FCBF+NB ker- |High perfor- |6 6 N 94 %
Classification  |nal Estimator |mance Net-
Using Bayesian work Monitor
Analysis Tech- Dataset [55]
niques [?]
Internet Traffic |Bag of ISP [59] , 20 12 N Not Avail-
Classification  |Flow(BoF)-NB |[Wide [7] able
by Aggregat-
ing Correlated
Naive Bayes
Predictions [17]
A Comparative |Naive Bayes University of |266 8 N 94.81 %
Performance Queen Mary
Analysis on repository
Network Traf- DataSet [55]

fic classification
using Super-
vised learning

algorithms [15]

Continued on next pages
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Paper Title Method used |Dataset Total Number |K- fold|Accuracy
Used Num- of Fea- Cross
ber of tures Vali-
Features |Used dation
used (Y/N)
DDoS Attacks |Gaussian Naive |Ahmad 2 2 N 100%
Classification Bayes Dahlan Uni-
using Numeric versity Net-
Attribute-based working
Gaussian Naive Laboratory
Bayes [19] (ADUNL)
[19]
An efficient supervised ISOP data  |Not Avail- |39 for each|N 95%
Flow-based Bot-|learning [60] able flow
net Detection |methods,
using Super- c4.5 decision
vised ML [20]  |tree,RFTree,RTr¢e
Binary particle |DT (C 4.5) with|6000 users |57 3 Y 94.27%

swarm optimiza-
tion (PSO) with
mutation Oper-
ator for feature
Selection using
decision tree ap-
plied to Spam
Detection [21]

MBPSO fea-
ture selection

method

email data

[61]

Continued on next pages
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Paper Title Method used |Dataset Total Number |K- fold|Accuracy
Used Num- of Fea- Cross

ber of tures Vali-

Features |Used dation

used (Y/N)
Command & Random Forest |CCC Not Avail- |55 Y 99%
Control (C&C) Dataset, able
Session Detec- Practice
tion Using Ran- Dataset [62]
dom Forest(RF)
[22]
Network Intru- |Decision Tree |Kyoto 2006 |24 7 Y 97.23%
sion Detection |J48 Data [53]
System Using
J48 Decision
Tree [63]
Network Traffic |C4.5 and Ran- |network traf- 248 Not Avail- |N 99.67 %
Classification - |dom Forest fic Dataset able (C4.5) and
A Comparative [16] 98.64 %
study of two (Random
common deci- forest)
sion tree (DT)
Methods: C4.5
& Random For-
est (RF) [23]
Using Genetic |Genetic-Rule DARPA 9 9 N Not Avail-
Algorithm for |based algorithm |Dataset [(4] able

Network Intru-

sion Detection

[24]

Continued on next pages
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Paper Title Method used |Dataset Total Number |K- fold|Accuracy
Used Num- of Fea- Cross

ber of tures Vali-

Features |Used dation

used (Y/N)
Support Vec-  |SVM-multi UNIBS [56], [Not Avail- |[Not Avail- [N 90%
tor Machinces |stage LBNL [7], able able
for TCP traf- CIADA [17]
fic classification
[29]
Scalable Net-  |Distributed CBA Lab Not Avail- |5 N 93.133%
work Traffic SVM dataset [65] |able
(Classification
Using Dis-
tributed Sup-
port Vector Ma-
chines [20]
Network Traffic [K-means Clus- |High per- Not Avail- |11 N 90%
Classification  |tering forming able
Using K-means Network
Clustering [27] Monitoring

Dataset [55]

Traffic Classi- |K-means Clus- |[Auckland IV |[Not Avail- |[Not Avail- |N 80% for
fication Using |tering and Calagary |able able k=500

Clustering Algo-
rithms [28]

[57]

Continued on next pages
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Paper Title Method used |Dataset Total Number |K- fold|Accuracy
Used Num- of Fea- Cross
ber of tures Vali-
Features |Used dation
used (Y/N)
performance K-means clus- |Network Not Avail- |5 N 65%
analysis of un- |tering and Ex- |Trace Data |able
supervised ma- |pectation Maxi- |[29]
chine learning |mization
techniques for
network traf-
fic classification
[29]
Intrusion De- | DBSCAN Stanford 4 4 N Not Avail-
tection Using University able
Clustering of Dataset [60]
Network Traffic
Flows [30]
Traffic Features |[DBSCAN com- |CAIDA [17] |Not Avail- |5 N 80.9%
Extraction and |pare with K- able
Clustering Anal-|means
ysis for Abnor-
mal Behavior
Detection [31]
Network Fuzzy logic and |Data of State [Not Avail- |4 N 96.53%
Anomaly De- Genetic algo- University of |able

tection System
using Genetic

Algorithm and
Fuzzy Logic [!]

rithm

Londrina us-
ing the sFlow
protocol [1]

Continued on next pages
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Paper Title Method used |Dataset Total Number |K- fold|Accuracy
Used Num- of Fea- Cross
ber of tures Vali-
Features |Used dation
used (Y/N)
A hybrid ma-  |Enhanced SVM |[MIT Lincoln |41 11 N 87.74%
chine learning |method with Lab dataset
approach to net-|self organized  |[19]
work anomaly |feature map,
detection [32]  |TCP/IP packet
fingerprinting
and Genetic
algorithm (GA)
A novel tech- |SVM-CART KDD99CUP |41 41 N 95%
nique for intru- [50]
sion detection
sytem for net-
work security
using hybrid
SVM-CART
[33]
CANN:An in- |KNN and center DARPA 1999 |41 6 and 19 |N 99.56%
trusion detec- |cluster SVM and KDD
tion system Dataset [50]

based on com-
bining cluster
centers and

nearest neigh-

bors [34]

[49]

Continued on next pages
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Paper Title Method used |Dataset Total Number |K- fold|Accuracy
Used Num- of Fea- Cross
ber of tures Vali-
Features |Used dation
used (Y/N)
A novel hybrid |Decision Tree  |[NSL-KDD 41 Not Avail- |N 87%
intrusion detec- [(DT) and 1- [50] able
tion method class SVM
integrating
anomaly detec-
tion with misuse
detection [37]
Deep Learning |LSTM-RNN NSL-KDD |41 3 N 98.94%
based Multi- (Long Short [50]
channel intelli- |Term Memory
gent attack de- |Recurrent Neu-
tection for Data |ral Network)
Security [39]
Malware Traffic |Convolutional |USTC- 20 4 N 99.41%
Classification  |neural network |TFC2016

Using Convo-
lutional Neu-
ral Network for
Representation

Learning [37]

(CNN)

[37]

Continued on next pages
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Paper Title Method used |Dataset Total Number |K- fold|Accuracy
Used Num- of Fea- Cross
ber of tures Vali-
Features |Used dation
used (Y/N)
End-to-end En- |1-class CNN ISCX VPN- |12 2 N 85.8% and
crypted Traf- non VPN 92% re-
fic Classifica- Dataset [52] spectively
tion with One-
dimensional
Convolution
Neural Net-
works [30]
An Evolution- |E-GRNN (Evo- |UNB ISCX |41 41 N 95.97%
ary General Re- |lutionary gen- |[52]
gression Neural |eral regression
Network Classi- |neural network)
fier for Intrusion
Detection [67]
An anomaly- Restricted KDD99 CUP (41 41 N Not Avail-

based Network

Intrusion Detec-
tion System us-
ing Deep learn-

ing [46]

Boltzman ma-
chine and Au-

toencoder

[50]

able
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Chapter 3

Abnormal Behavior Detection

The most important problem in recent days is the use of Internet and increases ratio
of cyber crime. For to prevent our system, there must be some method that handles
irregular event in system for example, a firewall. System detection and prevention are the
techniques to avoid cybercrime. Abnormal behavior is also known as Anomaly Detection.
There are two types of intrusion detection system, anomaly based and misused based.
Anomaly-based intrusion detection helps to detect new attack that is exactly opposite of
signature-based intrusion detection system which detects known attack.

In any kind of intrusion detection or abnormal behavior method, first step is network
traffic classification. For network traffic classification, first port based and payload based
methods came. But as payload becomes encrypted and application using dynamic ports,
these two methods failed to detect attack. So machine learning techniques identified
as traffic classification technique. In previous chapter we discussed different machine
learning approaches for traffic classification. In machine learning technique, supervised
learning approach fails to identify application correctly and also it requires more human
efforts to make data labeled before learning. So unsupervised learning approach proposed
which does not required labeled data. There is a chance of false positive attack detection
using unsupervised ML technique. So researchers have used hybrid approach. Hybrid
approach using both supervised and unsupervised techniques. First, apply unsupervised
technique, labeled cluster as a class and use the supervised technique for identification of
new instances. These have issues with the size of data and performance. Then other and
more effective machine learning technique comes that is deep learning approach that has

the capability to handle large data with less false positive rate.
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Deep learning also have so many methods that are explained in chapter 2. But best of
them is a recurrent neural network (RNN). RNN is best algorithm based on its capacity
to deal with time-based network changes that are not available in CNN. CNN take raw
data as input for the process. But sometimes it fails to detect the attack. CNN do analyze
the component of the data, group them, and then recognize the structure or abnormality
in the network. RNN is helpful in recognizing pattern timely based. So based on to
the survey into chapter 2, we proposed one system architecture that helps to detects an

attack from network traffic with good performance rate and accuracy.

3.1 Proposed System

This section is about the architecture of proposed attack detection system. It has a

detailed overview of steps that are followed by architecture for attack detection.

3.1.1 Architecture of proposed system

Figure 3.1 shows the proposed system for attack detection. The proposed system has three
phases: Data Preprocessing, Training Phase and Attack Detection. Data Preprocessing
is done by using one hot encoding and Random Forest regressor methods. Training phase
includes two steps: Features extraction and LSTM-RNN learning. Attack detection phase
has prerequisite of loading training model that helps to predict traffic type as normal or
attack. For feature extraction, we are using a genetic algorithm that is best-performed

machine learning algorithm for feature selection.

e Data preprocessing
Network traffic has integer and string both data. So for the further data analysis
process, we are applying one hot encoding method that converts string data to
binary so that we can use it directly for the neural network training. Further, it
is required to transform data from its original format to the LSTM-RNN input
format. LSTM-RNN takes an array of 3 dimensions in which first is a number of

the data sample, second is a number of features, and third is a time stamp.

e Feature Extraction
Network traffic data has numbers of features but all are not useful for identifying
attack or normal traffic. So there is a need for finding a correlation between features

and identifying vectors subset. This step takes all traffic data attributes and first
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Figure 3.1: Overview of attack detection proposed system

apply correlation algorithm that assigns weights to the features between -1 to 1. So
here we apply Random forest regressor [(8] which improves the accuracy and protect
model from the over-fitting. Our KDD99CUP dataset has 41 features. We want
to find some accurate features subset that give good accuracy. After applying this
machine learning technique, the remaining feature set is given to Genetic Algorithm

(GA) for further dimensionality reduction. GA is best for the feature selection [1].

Training model using LSTM-RNN neural network method

After Feature extraction, Data is given to LSTM-RNN model shows in figure 3.4 for
attack detection. LSTM-RNN model has two LSTM layers, two dense layers, and
two dropout layers. Drop out layer dropped or ignored neurons that are responsible
for over-fitting. Dense layer performs the linear operation on the data. Finally,
activation layer applies a sigmoid function to the data for to predict category of

incoming traffic.

Attack Detection

After Data preprocessing, first apply the random train test split method for splitting
data into training and testing. Use training data to fit the LSTM-RNN model. For
detection of an attack, load the trained model and give testing data. It produces

the output which identify data is normal or attack.
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3.1.2 Genetic Algorithm (GA) for Feature selection

In our proposed system for attack detection, there is a need for better accuracy of training
model and one way is the identify feature set that is helpful in identifying an attack. GA
is used for feature selection in [1]. GA has four steps process, Initialization of population,
calculation of fitness, selection, crossover, and mutation. Algorithm 1 shows steps for GA

feature selection [69].

Algorithm 1 A standard Genetic Algorithm

1: Population set initialization
2: while stop condition do
3: for chromosomes in population do

Fitness calculation for chromosomes
end for
chromosomes selection for crossover
crossover
mutation
population replacement including chromosomes
10: return chromosome with best fitness value
11: end while

It has four component. A population which includes individuals where an individual
gives expected solution. The solution given by individuals is good or bad, is decided using
fitness function. For new generation creation, selection function takes a good individual
from the present population. Crossover and mutation identify new regions for searching.

This keeps some current information as it is.

3.1.3 Recurrent Neural Network (RNN) and Long short-term
memory (LSTM)

RNN is useful for sequential modeling because, it has cyclic connection like feed forward
neural network. Let’s assume, input layer as I, hidden layer as H, and output layer
as O. Sequence of input is I = (i1,4s....,7,). RNN calculates hidden layer sequence
H = (Hy, Hs...., H,) and Output layer sequence O = (01, 0s....,0,) using equation 3.1
[70] and 3.2 [70] respectively.

H, = o(Winly, + Whphp—1 + bp) (3.1)
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Figure 3.2: Recurrent Neural Network structure [2]

On = Wiohy + b, (3.2)

In 3.1 and 3.2 ¢ indicates activation function, I,h, and o are input, hidden and output
layer value, and W,b are weights and bias value respectively.

Figure 3.2 shows the design structure of RNN. The first step is to initialize weights
value of the g number of input neurons and also initialize weights from m output neurons
to k neurons with its actual values. Then initialize all output neurons with value zero.
After than calculation of output is done by using activation function. This process will
continue until learning error becomes zero. RNN is using Back Propagation Training
Time (BPTT) for variable length input sequence. RNN has problem while training with
BPTT [71]. BPTT model takes training data for learning and also save output gradient
error value with a time stamp. Sometimes RNN become hard to train because gradient

can explode while applying BPTT algorithm to it.

Long Short-term memory (LSTM)

LSTM is the type of RNN which has the capability of long-term dependencies learning
[3]. Figure 3.3 shows the architecture of LSTM. Cell state is the key of LSTM. It runs
straight for the entire cycle with some changes into the linear interaction. Gates into
LSTM has the ability to change or remove data from the cell state. Gates have two
component sigmoid activation function and multiplication pairwise operation. Forget
layer (sigmoid layer) into the LSTM, takes h;_ and x; and generates output in the form

of 0 and 1. O means can’t take and 1 means can keep. It is generated using equation 3.3
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Figure 3.3: Long Short Term Memory [3]

f=0Wglhi,n: + byl (3.3)

The next step of LSTM layer is the calculation of which data will next store into the
cell state. Input gate layer (Sigmoid Layer) decides which value should update. New
candidate value is calculated by tanh layer in LSTM architecture using equation 3.4 [3].
After adding new candidate value into the cell state, it forgets old value using equation

3.5 [3].

C = tcmh(WC [ht—h Ty + bc] (34)

C’t:f*C't_l—i-i*g (35)

Now it is time to generate an output which is done by the sigmoid gate. Output of
first iteration of LSTM is calculated by multiplying tanh layer output with output of

sigmoid using equations 3.6 and 3.7 [3].

0 = U(Wo [ht—h T + bo] (36)
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Figure 3.4: LSTM-RNN proposed model structure

ht = 0 * tcmh(Ct) (37)

Here o represents sigmoid activation function. W,, W, and W; are weights for output
gate o, cell state, and forget gate f respectively.

Figure 3.4 shows our proposed LSTM-RNN model which has two LSTM-layers, two
Dropout layers, one Dense layer and one activation layer. For to stop over fitting into
the neural network training dropout layer is useful. So here we used it after every LSTM
layer. Dense layer is nothing but fully connected neural network which is mainly for
high-level reasoning in the neural network. It uses all previous layer activation function.
Activation layer applying activation function for the final output layer. The activation
function is almost the part of every layer. Here activation function can also be known
as logistic regression layer. In our model tanh activation function which also known as
the tangent logistic sigmoid function is used in every layer except final dense activation
layer. For the final layer, we want to identify either it attack or normal, we just need the

answer either 0 or 1.
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Chapter 4

Experiment and Result

Our proposed system is trained using the LSTM-RNN model shows in figure 3.3. We
compared our experiment result with the attack detection proposed system based on the
multi-channel intelligent method in [39] on NSL-KDD dataset. In our experiment, genetic
algorithm is used for feature selection and LSTM-RNN model for attack detection.

We performed our experiment on system with Intel Core 15-4301 CPU with 2.0 GHz.

It has 8.0 GB RAM and all experiment run on tansorflow 1.2 version environment.

4.1 Dataset and Training/Testing Split

We are using KDD99CUP Dataset [50] for training our proposed model. KDD99CUP
is the intrusion detection system (IDS) dataset which is used by many researchers.
KDD99CUP dataset name comes from knowledge discovery and data mining. It has
data of both types: attack and normal connections. Data audited in this dataset mostly
simulated on military network environment. KDD99CUP is the large-scale dataset. For
our experiment, we used 10% of data from the whole KDD99CUP dataset. It has mainly
four types of attacks and normal traffic data with labeled target. Our goal is to identify
an attack. In our experiment as we want to identify the attack, hence we take normal
data and other attack data. We named attack data as abnormal data. So for us, now

target becomes of two categories, normal and abnormal.

We split our dataset into training and testing. Our training/testing ratio is 80-20 %.

To avoid over fitting data, we applied random split of dataset using sklearn method that
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is very quick and accurate.

4.2 Initialization of parameters for the Genetic algo-

rithm and LSTM-RNN neural network

Our proposed system is using a genetic algorithm for features selection. Before applying
the Genetic algorithm, we applied random forest regressor that assigns weights to data
between -1 to 1 for all individual features. We discarded features data that have weights
between -1 to 0 as we want a positive maximum optimal solution. Now remaining data
features are given to genetic algorithm. For the genetic algorithm, we need population
and generation parameters. We initialized GA algorithm with 100 population and 10

generation. [72].

Our training model consists two LSTM-RNN layers, two dropout layers, and two
dense layers. We trained LSTM-RNN model with using batch size 128, epochs 10, and
learning rate 0.001. We used Adam optimizer which has the ability to update weights of
training data in an iterative manner. Adam gives good and fast result for deep learning
techniques. Adam has four parameters for a configuration that are, alpha, betal, beta2,
and epsilon. Alpha is known as learning rate which shows the weight update proportion.
Betal and Beta2 are the decay rate. Epsilon saves the model from the divisible by zero

error while implementation.

4.3 Experiments and Results

As discussed above, KDD99CUP dataset has total 41 features with target label. It
has four attack categories (DoS, Prob, R2L, and U2R) data and normal data. Use
of all features for training model is time consuming. So there is a need of reducing
time complexity. For that we did some experiments using Genetic algorithm. Table 4.1
shows the experiment result with accuracy and time taken to train GA. Accuracy can be
calculated using equation 2.9.

GA gives 16 features subset for the training neural network model. 4.2 shows the list

of features after using correlation and GA. We used this features subset for training our
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Exp.| Method Used Total NumberTime taken |Validation
No. Number |of Fea- |for Feature |Accuracy
of Fea- |tures |Selection using
ture se- Logistics
lected Regres-
sion
1 GA (100 population+10 Generation |41 27 5 days 98.76 %
[72])
2 GA (100 population+10 Generation |41 19 3 days 99.47 %
[72])
3 Random Forest Regressor(Correlation |41 24 60 min 929 %
method)
4 Correlation+GA (100 population+10 |24 16 2 hours 98.79 %
Generation [72])

Table 4.1: Features Selection Experiments results for training and testing model

Method used |[Selected Features

Random Forest
Regressor(RF)
and GA

protocol_type, Service, flag, src_bytes, ur-
gent, logged _in, is_guest_log, count, serror_rate,
srv_rerror_rate, same_srv_rate, dst_ host_count,
ds_host_diff_srv_rate, dst_host_serror_rate,
dst_host_srv_serror_ rate, dst_host_srv_rerror_rate

Table 4.2: List of Selected Features

LSTM-RNN model. Table 4.3 shows the LSTM-RNN training model time and accuracy

with applied feature selection methods.

Table 4.4 shows the final attack detection performance metrics value. Here in at-

tack types, ’0’ means normal and "1’ means attack. We compared our work with [39].

They proposed LSTM-RNN and voting algorithm for attack detection. They have used

multichannel intelligent method for attack detection where as we used GA and LSTM-

RNN method for attack detection. We got accuracy 99.80%. In |

| authors compared

their result with Generalized Regression Neural Network (GRNN), Probablastic Neural

Exp. |Method Used NumberTime Accuracy
No. of Fea- |Taken for
tures |Training
Used
1 GA+LSTM-RNN 27 1 day 86 %
2 Peorson Correlation+GA+LSTM-RNN 19 2 hours 99 %
3 Random Forest Regressor+GA+LSTM-RNN 16 10 min 99.80 %

Table 4.3: Proposed system Training experiments and results
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Attack precision recall |fl-score support
Type

0 1.0 1.0 1.0 8815

1 0.99 0.99 0.99 2017
avg/total |1.0 1.0 1.0 10832

Table 4.4: Final Result of Trained model with performance measure metrics value

Network (PNN), Radial Basis Neural Network (RBNN), k-nearest neighbours Network
(KNN), Support Vector Machine (SVM), and Bayesian methods. Compared to these
metods, their proposed method has accuracy 98.94%. Compared to this result, our pro-
posed system’s performance is improved. In graph, X represents the learning rate and

y represents the accuracy for comparison of function accuracy based on the learning rates.

0.95 - :

Accurcay
<
©
I
|

0.85 | :

o []

0.1 0.01
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Chapter 5

Conclusion

The threat of cybercrimes increased as Internet usage increased. Hence traffic analysis
becomes necessary to handle fraud on the Internet or attacks. We discussed approaches
for intrusion detection using machine learning techniques. From them, neural network
based machine learning is best as per the survey. So we proposed LSTM-RNN based
machine learning approach for detection of an attack. In our approach, we first applied
the genetic algorithm for feature selection and after then we trained the neural network.
We used test data for prediction of attack. It gives accuracy 99.80%. We compared our
result with multichannel intelligent attack detection system in [39]. In [39], authors pro-
posed LSTM-RNN model for attack detection for data security which have three channels
of feature subset and voting algorithm. Training of individual three channel is done by
applying different three subsets of the dataset. Voting algorithm compares all three chan-
nels output and then gives average of three channel’s result as an output. Their model
accuracy is 98.94%. For to improvement into the attack detection, we choose one differ-
ent way using a LSTM-RNN model with GA and we got improvement into the attack

detection performance.
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