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ABSTRACT 

 
Rapid increase in the usage of color image has led to the need of an image 

retrieval system for them. The world is dominated by visual information and a 

tremendous amount of such information is being added every day. It would be 

impossible to cope with this explosion of visual data, unless they are organized in 

such a manner that we can retrieve them efficiently and effectively. The main 

problem in organizing and managing such visual data is indexing, the assignment 

of a synthetic descriptor which facilitates its retrieval. There are various 

mathematical models that describe the image information and content. The Work 

presents the image retrieval based on color, shape and texture. Two different 

indexed data bases are maintained for the mentioned features. Global color 

dominance in the image is used as the index key in the color database, and local 

color information is retained by quantizing images in color and pixel space to 

optimize in memory need and performance. Texture information is obtained 

using co-occurrence matrix of the color images converted to gray. The properties 

like correlation, energy, homogeneity and contrast are good parameters to 

measure textural property; these are evaluated at proper offset and angle. 

Shape in the image is identified using the contours in the image. Only the 

geometrical figures like circle, ellipse, quadrilateral, triangle, pentagon etc. can 

be identified. While retrieving images based on features like texture and shape 

one thing missing is, color. Color is inevitable feature that dominates the human 

perception most.  To a human observer, images with similar color scheme and 

reasonably similar in other features is voted higher in similarity list, than images 

measuring better in other feature descriptors. Making this as the base, the work 

presented here uses all the three features independently and also grouping color 

with texture and shape. Results have shown that they match better with the 

human perception. MATLAB 7 Is the tool used to implement image processing 

algorithms and postgre SQL 8.1 for windows is the DBMS used for managing the 

database of image features.  
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1.                                               INTRODUCTION 

 

 

1.1 GENERAL 

 

In today’s world digital images and videos have become more effective ways of 

expression / communication and information capturing. They are playing 

increasingly important role in telecommunication and every day’s life in modern 

information society. Hence, the past few years witnessed a proliferation of 

content-based image retrieval techniques. Images are typically characterized by 

intrinsic attributes of image such as color, texture, and shape. Users should be 

able to explore images in a database by visual similarities. Salient structures of 

images are revealed through visualization models derived from features 

extracted from images. Visualizations are generated from three feature classes: 

color, texture, shape and its combination like texture + color or shape +color.  

 

Content-based image retrieval has been a highly potential area for research in 

the computer vision community. A number of image retrieval systems have been 

developed over the last few years, notably, IBM's QBIC [1], PhotoBook [2], 

ImageRover [3], and Webseek [4]. It is important to understand what does 

retrieving relevant images entail. If users are provided with a spatial user 

interface in which content similarity between images can be intuitively conveyed 

by their spatial proximity, then such interfaces may help users to benefit more 

from a given image database. There has been a steady increase in the interest in 

this type of layout and visualization techniques, which tend to place similar 

objects near to each other and separate dissimilar objects far apart in the 

visualization space. Structuring and visualizing digital images, based on their 

content similarities, however, is not as mature as its text-based counterpart. 

Currently, many content based image retrieval techniques have been developed 

to incorporate higher-level feature extraction capabilities, but a lot of work 

remains to be done. Ultimately, feature-extraction techniques, combined with 

other techniques, are expected to narrow down the gap between relatively 

primitive features extracted from images and high-level, semantically-rich 

perceptions by humans so that users will be able to find the right images more 

easily and intuitively. Visualization often needs to find an optimal way to arrange 
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various displays so that design patterns and trends will become apparent. 

Ideally, images of similar layouts, spatial properties, or overall shapes should be 

closely grouped together. Users should be able to explore and compare images 

within such structures. 

 

1.1.1 ISSUES IN CONTENT-BASED IMAGE RETRIEVAL (CBIR) 

 

The key issue in CBIR is how to match two images according to computationally 

extracted features. Typically, the content of an image can be characterized by a 

variety of visual properties known as features. It is common to compare images 

by color, texture, and shape, although these entail different levels of 

computational complexity. Color histograms are much easier to compute than a 

shape-oriented feature extraction. Most content-based image retrieval 

techniques fall into two categories:  

 

• Manual approach 

• Computational  approach 

 

In manual approaches, a human expert may identify and annotate the essence 

of an image for storage and retrieval. For example, radiologists often work on 

medical images marked and filed manually with a high degree of accuracy and 

reliability. In manual approach, the image contents are modeled as a set of 

features also known as meta data, these are extracted manually or semi-

automatically and managed within the framework of conventional database 

management system. The short comings of such techniques are, purely textual 

descriptions of visual documents are not feasible because 

 

• They cannot be automated as the problem of image understandingis 

complex and difficult. 

• They require tremendous efforts of uniform manual work. 

• There are things which cannot be described by text but can be described 

by an image. 
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Computational approaches, on the other hand, typically rely on feature-

extraction and pattern-recognition algorithms to match two images. Feature-

extraction algorithms commonly match images according to the attributes, also 

known as features. 

• Color 

• Texture 

• Shape 

A robust CBIR technique should support a combination of these features Ideally, 

users should be able to use high-level and semantically-rich image query 

classes, such as human facial expressions, in their image retrieval. However, the 

reliability of today’s feature-extraction techniques has yet to reach such a level 

of satisfaction. This is partially why simpler, and relatively low-level feature-

extraction techniques are still being widely used and continuously developed. 

An image retrieval system should be automatic and efficient to give an 

acceptable response time. The use of low-level features in the feature-based 

image retrieval systems makes the approach automatic but not necessarily 

efficient. The use of “real” distance in the retrieval process can be 

computationally very expensive. For example, in the case of retrieval by color, 

accounting for the effect of color correlations is time consuming. For this, most 

of the processing that can be done a priori, should be done off-line and as little 

computation as possible should be done on-line. The CBIR system should also be 

generic enough to be transparent when different low-level features are used with 

almost no or very little changes.  

 

1.2 OBJECTIVE OF STUDY 

 

The main motivating factors for selection of this topic for dissertation are; 

• Content-based image retrieval has been a highly potential area of 

research in the computer vision community.  

• No search engine in internet has content based image retrieval. Searching 

for the images in most commonly used search engine like Google, the 

search is text based which retrieves images based on name of the image. 
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As all the images with name car is retrieved given a query car irrespective 

of the content. 

• There is big gap in meeting the requirement for a efficient and effective 

system which can used for various critical applications like  

o Space - Organization like ISRO deals with large amount of image 

data and refers it frequently for analysis. These organizations 

manage their big image database by using the proper nomenclature 

signifying the data and content of the image. But if the context of 

search changes then information in database can not be clustered 

based on desired context. 

o Medical field - Radiology departments  of hospitals having medical 

images in big numbers which are varying from sonography, MRI to 

CT scans needs an image retrieval system to cluster the image and 

the relevant image for analysis. 

 

The work initiated here is image retrieval system based on color, texture and 

shape individually. But this was realized that the one feature alone can not 

characterize the image, and features like color is inevitable property. If 

combined with texture and shape matches with human perception better. 

Considering the fact that an IR system should be automatic and efficient to give 

an acceptable response time with relevant images as output. The use of low-

level features in the feature-based image retrieval systems makes the approach 

automatic but not necessarily efficient. The use of “real” distance in the retrieval 

process can be computationally very expensive. For example, in the case of 

retrieval by color, accounting for the effect of color correlations is time 

consuming. For this, most of the processing that can be done a priori, should be 

done off-line and as little computation as possible should be done on-line. The IR 

system should also be generic enough to be transparent when different low-level 

features are used with almost no or very little changes.  

The system uses the generic and low level features off line and stores in the 

database, hence reducing the response time. Combining the generic features for 

the image retrieval is exploited to cope with the human perception better. 
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1.3 SCOPE OF WORK 

 

The computational approach of image retrieval can be classified based on the 

dependence of retrieval process on how generic the approach is and the degree 

of automation. In our context the features are based on color, shape and texture 

it can be advanced as object, foreground and background or even as specific as 

Face. There are image retrieval system that are web based, some retrieval 

systems extracts the image features of the database online if they don’t have 

predefined fixed image database. Also there are systems that have number of 

query options and out of various query options the user can choose any one. A 

number of image retrieval systems have been developed over the last few years, 

notably, IBM's QBIC[1], PhotoBook[2], ImageRover[3], and Webseek[4]. The 

type of image feature used is mostly color or texture some systems also uses 

shapes.  

The work of dissertation is limited to extraction of images based on color shape 

and texture independently. Also the combination of these generic properties 

helps in improving the results to a great extend. The image retrieval system 

based on color and texture works for all time of images and textures, but it for 

shape based only the geometric figures can be identified. 

 

1.4 ORGANIZATION OF THE WORK 

 

The work of content base image retrieval is presented in eight chapters. Chapter 

three gives a bird’s eye view to the system and explains how the overall system 

works. The general computational model and flow of the system is explained in 

the chapter. 

 

Chapter 2 talks about the existing systems and the literature survey done. It 

gives a brief description of the related work. The scope of the work defines that 

the system can retrieve images based on color texture and shape. Chapter four 

gives an insight to the methodology used in color feature extraction, done by 

quantization. Chapter five is the introduction to the texture and various models 

to represent the texture feature. It also contains implementation details of the 
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texture feature extraction.  The importance of color feature and the 

improvement in the results by combining the color feature with the texture 

feature is represented in chapter six. Retrieval based on shape is explained in 

chapter seven. The way to get the area of interest and finding the signature to 

identify the shape is explained in the chapter. Finally chapter eight represents 

the results obtained on various retrieval options. 

 

 

 

 



  

2.                                           Literature Survey 

 
2.1    GENERAL 

 

A number of image retrieval systems have been developed over the last 

few years, notably, IBM's QBIC[3], PhotoBook[4], ImageRover[5], and    

Webseek[6]. IBM-QBlC  lets users find pictorial information in large image and 

video databases based on color,shape, texture, and sketches. QBIC technology 

is part of several IBM products. SIMPLIcity (Semantics sensitive Integrated 

Matching for Picture LIbraries), an image retrieval system, which uses semantics 

classification methods, a wavelet-based approach for feature extraction, and 

integrated region matching based upon image segmentation. Webseek is the  

Content-Based Image and Video Search and Catalog Tool for  the Web 

 

2.2 TEXTURE FEATURES 

 

A lot of work has been published since late 1970s on the textural properties of 

images and many mathematical models have been presented to represent the 

textural features of the image. Out of so many one or the other fit into all the 

texture type. The work done by Haralick [3] presents how to apply the statistical 

technique to the structural primitive. Abbedeni[8] in his work  presents auto 

regressive model, a purely statistical model, and an empirical perceptual model 

based on perceptual features. Amadasun and Robert king [5] presented a model 

known as NGTDM( Neighborhood Gray Tone Difference Matrix) and mathematical 

interpretation of various textural properties such as coarseness, busyness etc. 

extracted from NGTDM. Co-occurrence matrix is one of the widely used models 

for textural properties which is also used in the presented work. The limitation of 

most of the textural models  are for gray scale images and not for color images.  

 

2.3 COLOR FEATURES 

 

The idea as suggested in [1] [2] is quantization in color space and reducing the 

resolution of the image. The authors have experimentally found that dividing the 

RGB cube into 16 equal parts and then taking center of each of the small cubical 

as the R G and B values. Now the quantized image consists of only 16 colors  
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instead of 256x256x256 colors. The input image of size MxN is then divided into 

grid of 3 pixels by 3 pixels each. The most dominant color in this 3x3 block 

becomes the representative color in the color feature. And hence the color 

feature is now a matrix of one third size in both the dimensions. The database of 

color image consists of image name and index key for each color feature. Index 

key is first five most dominant color in the database which is used to sort the 

image in order of there color content and hence make sorting fast  

 

2.4 SHAPE BASE  

 

This shape distribution introduces a method for finding distinctive features of a 

shape that are useful for determining shape similarity. Although global shape 

descriptors have been developed to facilitate retrieval, they fail when local shape 

properties are the distinctive features of a class. Alternatively, local shape 

descriptors can be generated over the surface of shapes, but then storage and 

search of the descriptors becomes unnecessarily expensive, as perhaps only a 

few descriptors are sufficient to distinguish classes. The challenge is to select 

local descriptors from a query shape that are most distinctive for retrieval. 

 

In this writers have proposed and analyzed a method for computing shape 

signatures for arbitrary (possibly degenerate) 3D polygonal models. The key idea 

is to represent the signature of an object as a shape distribution sampled from a 

shape function measuring global geometric properties of an object. The primary 

motivation for this approach is to reduce the shape matching problem to the 

comparison of probability distributions, which is simpler than traditional shape 

matching methods that require pose registration, feature correspondence, or 

model fitting. They find that the dissimilarities between sampled distributions of 

simple shape functions (e.g., the distance between two random points on a 

surface) provide a robust method for discriminating between classes of objects 

(e.g., cars versus airplanes) in a moderately sized database, despite the 

presence of arbitrary translations, rotations, scales, mirrors, tessellations, 

simplifications, and model degeneracy. They can be evaluated quickly, and thus 

the proposed method could be applied as a pre-classifier in a complete shape-

based retrieval or analysis system concerned with finding similar whole objects.  
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    Figure 2.1 . Shape Distribution 

 

In logo database using Fourier descriptor[14]  is a system that enables the 

pictorial specification of queries. The queries are comprised of rectangle, 

polygon, ellipse, and B-spline shapes. The queries specify which shapes should 

appear in the target image as well as spatial constraints on the distance between 

them and their relative  position. The retrieval process makes use of an 

abstraction of the contour of the shape which is invariant against translation, 

scale, rotation, and starting point that is based on the use of Fourier descriptors. 

These abstractions are used in a system to locate logos in an image database. 

 

Shape Thesaurus[16]: a system which combines techniques from Computer 

Vision, such as feature extraction, with a thesaurus for objects / shapes. A 

thesaurus might alleviate the retrieval process by helping the retrieval system 

identify images annotated by keywords related to the terms specified in the 

query. The main purpose of a thesaurus is to give a standardized system of 

reference, for indexing and searching, to assist the user with locating the correct 

terms for query formulation and to provide classification hierarchies that allow 

the broadening and narrowing of the terms given by the user in the current 

query request. It is my belief that this principle might be translated into a 

thesaurus for shapes, thus linking shapes that are different in appearance but 

similar in semantic content together. It is hoped that this might result in more 

meaningful retrieval results than pure CBIR.  

The following definition of a Shape Thesaurus is proposed:  

(1) A precompiled list of t shapes representing important visual objects in  

a given domain of knowledge  

(2) statistical descriptors describing these shapes  

(3) a textual / semantic description of these shapes  

(4) for each shape, a set of related shapes.  
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Figure2.2 : Shape Thesaurus 

 

There are also so many approaches presented to  features characterize the 

global shape feature of a 3Dmodel. Examples of these features are the statistical 

moments of the boundary or the volume of the model, volume-to-surface ratio, 

or the Fourier transform of the volume or the boundary of the shape. 

 

Zhang and Chen [17] describe methods to compute global features such as 

volume, area, statistical moments, and Fourier transform coefficients efficiently. 

 

Corney et al. [18] introduce convex-hull based indices like hull crumpliness (the 

ratio of the object surface area and the surface area of its convex hull), hull 

packing (the percentage of the convex hull volume not occupied by the object), 

and hull compactness (the ratio of the cubed surface area of the hull and the 

squared volume of the convex hull). Global feature methods are able to support 

user feedback as illustrated by the following research. 

 

Zhang and Chen [19] applied features such as volume-surface ratio, moment 

invariants and Fourier transform coefficients for 3D shape retrieval. They 

improve the retrieval performance by an active learning phase in which a human 

annotator assigns attributes such as airplane, car, body, and so on to a number 

of sample models. 

 

Elad et al. [20] use a moments based classifier and a weighted Euclidean 

distance measure. Their method supports iterative and interactive database 

searching where the user can improve the weights of the distance measure by 

marking relevant search results. The concept of global feature based similarity 
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has been refined recently by comparing distributions of global features instead of 

the global features directly.  

Osada et al. [21] introduce and compare shape distributions, which measure 

properties based on distance, angle, area and volume measurements between 

random surface points. They evaluate the similarity between the objects using a 

pseudo-metric that measures distances between distributions. In their 

experiments the D2 shape distribution measuring distances between random 

surface points is most effective. 

 

 Ohbuchi et al. [22] investigate shape histograms that are discretely 

parameterized along the principal axes of inertia of the model. The shape 

descriptor consists of three shape histograms: (1) the moment of inertia about 

the axis, (2) the average distance from the surface to the axis, and (3) the 

variance of the distance from the surface to the axis. Their experiments show 

that the axis-parameterized shape features work only well for shapes having 

some form of rotational symmetry. 

 

Ip et al. [23] investigate the application of shape distributions in the context of 

CAD and solid modeling. Vrani´c et al. [24] describe a surface by associating to 

each ray from the origin, the value equal to the distance to the last point of 

intersection of the model with the ray and compute spherical harmonics for this 

spherical extent function. Spherical harmonics form a Fourier basis on a sphere 

much like the familiar sine and cosine do on a line or a circle. Their method 

requires pose normalization to provide rotational invariance 

 



  

3.                                                   Introduction to System 
 

3.1 DEFINITION 
 

To develop a Content Based Image Retrieval System for retrieval of imagery 

from a collection of images by means of internal-feature measures of the 

information content of an image. This is achieved by extracting features of an 

image based on its pixel values (color), texture, shape and by defining a rule for 

comparing images. 

 

The system can be exactly defined as:- 

• Develop a new and more effective method for storage and retrieval from 

databases of realistic images, based on the color, texture and shape 

features of the images. 

• Design an interface for retrieval of the images based on texture, shape 

and color or in combination of color with the other two.  

• Providing options for the queries, the user can select from. The query type 

can be query by example, query by user sketch etc. 

 

3.2 GENERAL COMPUTATIONAL MODEL 

 

Proposed Content Based Image Retrieval System provide techniques to re-

encode contents of images and to measure the similarity of two images based on 

the coding, in order to index and retrieve images which are semantically related 

to a visual information request, without fully understanding the semantics 

carried by these images. 

 

The Content Based Image Retrieval System can be divided into the following sub 

processes: 

 

1. Feature extraction, which involves the creation of good mechanisms to code 

global and local features such as color, texture and shape. The extracted 

features should be semantically related to the contents of images and at the 

same time should be economic in terms of time taken and space. 
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2. Defining Similarity, Indexing and Retrieving: In accordance with the 

various features, a relevant indexing technique is to be identified to minimize the 

time required for the image retrieval. Similarity measure is another important 

decision to be taken which gives the appropriate measure of the semantic 

distance between the two images corresponding to the feature. 

 

   

    Figure 3.1 Computational Framework 

 

The process of database creation is an offline process, in which the images and 

the extracted features are added in the database as metadata of image 

database. When a query is made by presenting an example image, the features 

are evaluated for the query image which is then compared with the database 

metadata. The results are sorted, values above the threshold are rejected and 

rest displayed in the order of similarity with the query image. 

 

 

 

 

 

 

 

 

 

 

 

  13



Chapter 3  Introduction to System 

 

 

3.3 FLOW CHART FOR DATABASE CREATION 

Choose folder consisting 
of images to be added 
to the database 

Choose 
database 

Shape/General 

Extract Shape feature 
and store in the Shape 
database. 

Extract Texture feature 
and store it in texture 
database 

Extract color feature 
and store it in color 
database 

End

End

Start

Shape General

 

  Figure 3.2 : Flow Chart to add images into the database 
     
 
Feature extraction is explained in the following chapters. The database of the 

color image and texture images is common. When a query is fired for texture or 

color same database is searched. For shape based image retrieval the database 

is separate and the images having only geometric figures and monolithic area 

can be identified. 
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3.4 FLOW CHART FOR IMAGE RETREIVAL 
   

 
Figure 3.3 : Flow Chart to retrieve images from the data base 

Start 

 
Choose mode of 
search 1, 2, 3, 

4, * 

* 
1. Color based 
2. Texture based 
3. Shape based 
4. Texture+ Color 

Choose Query Image 

Extract Color Feature 
of Query Image 

Retrieve similar 
Image Features from 
the color database  

Apply Matching 
algorithm to sort in 
Ascending Order 

Retrieve the images 

Extract Texture 
Feature from 
Query Image  

Generate Index 
Key of the query 
Image 

Retrieve similar 
images in terms 
of texture  

Apply Matching 
algorithm to sort 

in Ascending 
Order 

Retrieve the images 
 

Query type 
2 or 4 

Retrieve color feature 
of the retrieved 

images from the color 
data base 

1

Extract Shape 
feature from the 
query image 

Retrieve similar 
images in terms of 
Shape 

Apply Matching 
algorithm to sort in 
Ascending Order 

Retrieve the images 

End 

2 or 4 

3 

2 

4 

Choose Query 
Image 

Choose Query 
Image 

Extract Index Key of 
the query Image 
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4                                COLOR BASED FEATURE EXTRACTION 
 
 

4.1 INTRODUCTION OF COLOR BASE FEATURE EXTRACTION 

 

Color features are among the most important and extensively used low-level 

features in image database retrieval. They are usually robust in noise, 

resolution, and orientation and resizing. Due to their little semantic meaning and 

compact representation, color features tend to be domain independent compared 

to other features. Combined with image segmentation, color features can be 

used to describe the appearance of the image and even generate semantic 

annotations.  

 

In color based indexing, given a query image, the goal is to retrieve all the 

images whose color compositions are similar to the color composition of the 

query image. Typically, the color content is characterized by color histograms, 

which are compared using the histogram distance measure. As an improvement 

of a basic histogram search, several more sophisticated distance metrics have 

been developed.   

 

The histogram is a list of "bins" showing the number of pixels being classified 

into the different color or color groups from the color model. If true color images 

are used and tried to find the histogram, the statistics say   R*G*B = 

256*256*256=167772216 colors. That is, the memory requirement would be an 

array of 167772216 integers for one image. Therefore to reduce the memory 

requirement and in accordance to the psychology of vision that states “generally 

people are not able to identify many different colors”, Irena Valova, Boris Rachev  

[6]  suggested ten colors for the purpose of conducting the experiments. 
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Fig. 4.1 Color model suggested by Boris and Rechev  

 

4.2 COLOR DESCRIPTORS 

 

The color descriptor as defined in [5, 6] : 

 

Color Descriptor = {{ci, p}, i=1..M}; 

 

where М is the total number of color clusters in the image, c is numeral 

corresponding to the color i and  p is its percentage, and  ∑p i=1. Note that M 

can vary from image to image. First, the most dominant color in the image is 

added and then the less dominant color follows. As each pair {ci ,p} is added, the 

color descriptor becomes more expressive representation of the color distribution 

of an image. This means that the color covering the largest area of an image is 

considered as the main color feature and its pair is the first one in the color 

descriptor. The second largest area of the same image defines the second one 

and the rest of pairs. 

 

Based on the above color model, to store the color image features, [6] proposes 

two index structures: index key - for the global color features and index matrix - 

for the spatial information in every image. 
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Fig. 4.2   Color Feature Extraction 

 

Index key – representing the global features and would be used in the indexing 

of the images based on colors. Where Ci is color descriptor for the i color from 

the perceptual color model .To generate the Index Key the histogram can be 

used to indicate the different counts for each color descriptor in an image, the 

perceptual color group, which has the largest count in the histogram, may be 

regarded as the most dominant color group. Thus the less dominant perceptual 

color group should contain the lesser amount in the histogram. 

 

Index Key C1 C2 C3 C4 C5 C6 C7 C8 C9 

 

Index Matrix - Index Matrix is representation of spatial Information as index 

key do not retain the information about the distribution of the color in the image 

space. In order to create this index structure the whole image is divided into 256 

equal parts. In this index matrix is stored the coefficient of the dominant color in 

the corresponding part. The original images were 16x16 quantized and were 

represented as16x16 color blocks. 

 

 

 

Figure.4.3 Index Matrix 
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Fig 4.4 Representation of the color features 

4.3 COLOR QUANTIZATION USED IN THE SYSTEM 

 

The approach used in the system is not the exact but a bit modification in the above 

proposed algorithm for the reason that the number of colors in the suggested model 

is very small and hence gave much unexpected results. So instead of following the 

mentioned schema, 16 color schema has been used by dividing the RGB color cube 

into 16 equal colors. As shown in the figure 4.5, for every division the middle color 

is selected as the representative color.  All the colors in the image is replaced by 

one of the representative colors. So instead of having 16 million colors now the 

image has just 16 colors to be compared as in figure 4.6. 

            .  
Fig 4.5  16 color model 
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Fig 4.6  Quantizing image into 16 colors 

 

4.4 DIVIDING INTO GRIDS 

 

The quantized image is divided into 5X5 matrix and the 16 bin histogram is 

calculated for each sub image and the most dominant color is the new 

replacement of the small block and hence the 125X83 images are reduced to  

25X16. Now every element in the small matrix roughly has information of the 

region. 

    

Figure 4.7   Image, Quantized Image, Index matrix 
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4.5 DATABASE MANAGEMENT OF THE SYSTEM AND INDEXING 

 

 

Figure 4.8   Data Base Management 

 

The DBMS used is postgreSQL 8.1 for windows. The color descriptors as 

explained in section 4.2 are evaluated using histogram operations. The two 

index structure is generated for each image and stored in the database as array 

of integers. PostgreSQL supports array of basic data structures as data types 

hence saving index structure as one dimension and two dimension is simplified. 

When query is given by presenting the example image, similar processing is 

performed on the query image and used for comparison with the data base.  

 

Figure 4.9 Indexing Image based on color 
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The diagrammatic presentation of the data base management is in figure 4.8. 

The Indexing Technique [9] can be used for hierarchical structure of the 

database. Figure 4.9 above demonstrates the relationships between the color 

descriptors as a graphical representation of the hierarchical classification. 

 

4.6 QUERY FORMS 

The query image is the image, similar to which the system is expected to 

retrieve the class of image. The query can be made in one of the following ways. 

 

4.6.1 QUERY BY EXAMPLE: A user can select an image from the browser to 

retrieve images similar to the selected image. 

 

Figure. 4.10 Query By example 

 

4.6.2 QUERY BY USER CONSTRUCTION:- A grid is provided with the 

choice of the representative colors from the proposed color models. The user can 

construct their own color distribution as shown in the figure 4.11 below. 

 

 

Figure 4.11 Query by user sketch 
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4.7 SIMILARITY MATCHING 

 

Algorithms of similarity measures are used to perform the degree of similarity 

between the Query Image and the Images from database, which provide a 

ranking to arrange the order of images. The similarity measure we use reflects 

our understanding of similarity and includes global and spatial local factors. The 

global factor takes into account the presence of common global color distribution 

for both images, while the spatial local factor accounts for similarity of the 

spatial locations of the images common for both images. 

 

Similarity measures are usually associated with the query types. Image retrieval 

systems usually support several types of queries – query by global features, 

query by image example or query by user sketch. As a global factor we suggest 

and use the representation of the database as an ordered hierarchical tree. This 

representation is very comfortable for fast execution of global features queries, 

because the color descriptor is sorted by dominant color and it is easy to create 

an ordered tree like this in figure 1 as well as to search in it for images with 

similar dominant colors or similar color distribution. 

 

 Where I is the ordered set of color descriptors representing the 2-D Vector of 

the images in the image database and Q is the ordered set of color descriptors 

representing the 2-D Vector of the query image. Since this algorithm supports 

only the queries by image example and by user sketch, the size of Q I U is 

always the same as the size of the Color Descriptor Matrix (which is 256 in our 

prototype system). The size of Q I I is determined by the common by value and 

position descriptors in the 2-D Vectors of the image and the query. The more 

common the descriptors in I and Q are, the higher the similarity degree. 

 

Some of the similarity measure parameters are described here: 

• Simple matching coefficient[6]=12 (12 color coefficients are equal in the 

two matrixes) 
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• Jaccard’s coefficient [25]= 12/16=0.75 (represent the ratio between the 

count of the equal coefficients in the two matrixes and the total count of the 

coefficients in the matrix) 

 

• Euclidian Distance[7] Given two feature points, our distance measure is 

the Euclidean distance between the points multiplied by a Bottleneck factor 

(bnf ). This factor receives a low value (bnf < 1) for points which our 

algorithm decided are likely belong to the same cluster and, a high value (bnf 

> 1) for points which our algorithm decided belong to different clusters. 

 

In this system the metadata is subtracted from other and the methods used to 

judge similarity are number of zeros in the difference matrix. Higher the number 

of zeros more is the similarity. Also the absolute sum is used as the measure to 

compare the similarity, and the Euclidian distance but all the methods give 

similar results. 

 

 

   



  

5                               TEXTURE BASE FEATURE EXTRACTION 

 

 
5.1 INTRODUCTION TO TEXTURE  

 

Texture refers to the arrangement of the basic constituents of a material. In a 

digital image, texture is depicted by spatial interrelationships between, spatial 

arrangements of the image pixels.  

 

 

     

    Figure 5.1 Textured image 

 

Texture is an important item of information that human use in analyzing a 

scene. It is particularly useful in the analysis of natural environments, as most 

natural scenes consist of textured surfaces. Literally, texture refers to the 

arrangement of the basic constituents of a material. In a digital image, texture is 

depicted by spatial interrelationships between, and/or spatial arrangement of the 

image pixels. Visually, these spatial interrelationships, or arrangement of image 

pixels, are seen as changes in the intensity patterns, or gray tones. Thus in 

automatic analysis, information about texture has to be derived from the gray 

tones of the image pixels. 

 

Haralick [8] categorized the various textures into three groups: the statistical 

techniques, the structural methods, and the statistical-structural approaches. A 

major disadvantage of almost all of these approaches is that they do not have 

general applicability - they cannot be applied to different classes of textures with 

reasonable success. For instance while the statistical techniques are generally 

good for micro textures and are poor performers on macro textures, the reverse 

is the case for the structural techniques. Another disadvantage of some of the 
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existing methods is the computational cost involved, either in terms of memory 

requirement, computation time or implementation complexity. 

 

The limitation of most of the textural models is that they are for gray scale 

images and not for color images. The color property of the image can not be 

ignored if the model wants to follow human perception. Textures are also 

clustered or identified as similar, based on the color dexterity if we talk about 

human perception. In human perception an image with similar color organization 

will appear closer as compared to an image with different color organization 

when they have same textural behavior. 

 

But extending the co-occurrence for color image has a limitation. The co-

occurrence matrix for the color image would require matrix of order 16 million 

by 16 million. The feature extracted would require large amount of computation 

to be done and if the size of the database is substantial the feature extraction 

would take significant time. The solution to this could be, converting the image 

to gray scale and then evaluating the texture features but it looses the color 

features. Motivated by the limitations, extracting the texture feature of the 

image in grayscale and retaining the color feature in a different database is the 

proposed solution. 

 

5.2 PROPOSED SYSTEM 

 

All texture analysis techniques are proposed for gray scale images and not for 

color images. But the computational time and resource required for color images 

is at least three times that of gray scale images. And since the color features are 

already extracted in the previous section and stored and thus the image can be 

reduced to grey scale and then the textural features can be extracted. 

 

5.3 CO OCCURRENCE MATRIX 

 

Co-occurrence matrix can be defined as the co-occurrence of the intensity values 

at a particular distance and at a particular angle. So for an image of n intensity 

levels the co-occurrence matrix would have the nXn dimension for a particular 
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offset and in a particular direction. This signifies how the intensity values are 

distributed in the specified direction and in a particular angle. The co-occurrence 

matrix then can be used to calculate various parameters like correlation, 

contrast etc. Correlation, also called correlation coefficient, indicates the 

strength and direction of a linear relationship between two random variables. In 

general statistical usage, correlation or co-relation refers to the departure of two 

variables from independence. As shown in figure 5.2, for an image of size 5X5 

and 3 intensity levels [0 1 2] the co-occurrence matrix for angle 0o and off set of 

(0,1) would be a matrix of size 3X3. 

 

 

 

   

   Figure 5.2 Co occurrence Matrix 

 

Usually, four statistic features are used to describe the texture characteristic in 

retrieval: they are Contrast, Entropy, Energy and Homogeneity. In practice, four 

directional matrixes are evaluated according to angles of 0, 45, 90 and 135 

degrees. As can be shown by a diagram which find co occurrence matrix in the 

direction 0 degrees and offset d=1 
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  Fig 5.3 Mathematical Interpretation of Textural Properties 

 

5.3.1 Comparing properties 

 

To an image, a four dimensions vector T=[T1,T2,T2,T3] will be obtained as the 

final texture feature in retrieval. Here we use the Euclidean distance formula in 

matching of features. 
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In view of the meaning and value mange of the four components in the vector, it 

is necessary to normalize them in retrieval.  

 

5.4 NEIGHBORHOOD GRAY-TONE DIFFERENCE MATRIX (NGTDM) 

 

This method is proposed by Moses Amadasun., and Robert King in his work [9] 

to extract various textural properties. This is a column matrix formed as follows. 

Let f (k, I) be the gray tone of any pixel at (k , I) having graytone value i. Then 
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we find the average gray-tone over a neighborhood centered at, but excluding 

(k, I). 
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where d specifies the neighborhood size and W = (2d + 1)2 .Then the ith entry in 

the NGTDM is 

   s(i) =  ∑|i-A’i|,     for i∈Nj if Nj ≠0, 

          =   0 ,    otherwise   

 

where {N} is the set of all pixels having gray tone i (except in the peripheral 

regions of width d) 

 

Illustration 

 

Consider the 5 x 5 sample image shown in Fig. 5.4 Specifying a distance, d = 1, 

results in a 3 x 3 neighborhood. This neighborhood can only be centered on 

pixels within the indicated square. 

  

 

   

Figure 5.4 NGTDM for Sample Images. 

 

The other pixels are considered as being in the periphery of the image. 

There are two pixels within the indicated square with gray tone = 2. Thus for 

this image 
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In similar fashion, we have s(0) = 2.750; s(1) = 4.125; s(4) = 4.875; and s(3) 

is necessarily zero. The NGTDM for this sample image is as shown in Fig 

 

5.4.1 Textural Properties and their Computational Approximations in 

NGTDM:- 

A. Coarseness 

This is the most fundamental property of texture, and in a narrow sense, it is 

used to imply texture. In a coarse texture, the primitives or basic patterns 

making up the texture are large. As a result, such a texture tends to possess a 

high degree of local uniformity in intensity, even over a fairly large area. In 

other words, the spatial rate of change in intensity is slight. Therefore the 

intensities of neighboring pixels would tend to be similar; thus there would be 

small differences between the gray tones of pixels and the average gray tones of 

their neighborhoods. Hence the summation of such differences computed over all 

image pixels would give an indication of the level of spatial rate of change in 

intensity, and thereby (in an inverse manner) show the level of coarseness of 

the texture.  

This summation is the same as adding up the entries in the NGTDM. However in 

the summation each entry is weighted by the probability of occurrence of the 

corresponding intensity value. 
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B. Contrast 

Perceptually, an image is said to have a high level of contrast if areas of different 

intensity levels are clearly visible. Thus high contrast means that the intensity 

difference between neighboring regions is large. This is usually the case when 

the dynamic range of gray scale is large or when it is stretched. Also the spatial 

frequency of the changes in intensity (i.e., the amount of local intensity 

variations) will affect the contrast of an image. For instance, a small 

checkerboard will appear to have a higher contrast than a coarse checkerboard 

for the same gray scale range. 
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C. Busyness 

 

A busy texture is one in which there are rapid changes of intensity from one 

pixel to its neighbor; that is the spatial frequency of intensity changes is very 

high. If these changes are very small in magnitude, they may not be visually 

noticeable and a high level of local uniformity in intensity may be perceived. On 

the other hand, if the spatial frequency of changes in intensity is very low, a 

high degree of local uniformity may still be perceived, even if the magnitude of 

the changes is large. While the spatial frequency of intensity changes reflects the 

level of busyness, the magnitude of these changes depends upon the dynamic 

range of gray scale, and thus relates to contrast. 

 

Therefore a suppression of the contrast aspect from the information about 

spatial rate of change in intensity may indicate the degree of busyness of a 

texture. The following computational measure is proposed: 
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D .Complexity 

Complexity refers to the visual information content of a texture. A texture is 

considered complex if the information content is high. This occurs when there 

are many patches or primitives present in the texture, and more so when the 

primitives have different average intensities. (Complexity could also be related 

to the shape of the individual primitives, but this is not used in this definition.) 

Again a texture with a large number of sharp edges and/or lines may be 

considered as complex. All these depend upon the spatial period of pattern 

repetition and on the dynamic range of gray scale. Thus complexity is in part 

correlated with busyness and contrast. 
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E. Texture Strength 

The term texture strength is a difficult concept to define concisely. However a 

texture is generally referred to as strong when the primitives that comprise it 

are easily definable and clearly visible. Such textures generally tend to look 
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attractive, as they present a high degree of visual feel. But the ease with which 

distinctions can be made between the component primitives of a texture 

depends to a considerable extent upon the sizes of the primitives and the 

differences between their average intensities. For instance it may be possible to 

distinguish between large primitives (coarse texture) even with small differences 

between their average intensities. 

 

 However for such distinctions to be made between small primitives (e.g., in 

busy textures), there must be wide differences between their intensities. Thus, 

in part, texture strength may be correlated with coarseness and contrast. We 

therefore propose the following computational approximation for this property 
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Again the Euclidean distance can be found to measure the similarity measure in 

between the images. 

 

5.6 Methodology Used For implementation 

 

To extract the texture feature the image is converted to gray scale since the 

color  features has already been reserved in the database. The parameters to be 

fixed  for co-occurrence matrix is an offset and at a particular angle. Observing 

that the size of the pattern repeated also known as texture, vary from three to 

five pixels to almost one third of the image size. By experimentation and 

observing on various types of images the co-occurrence matrix was calculated 

for the offset of 5, 10, 15 up to approximately one third the size of the image. 

The angles at which the values are calculated are 0 degree, 45 degree and 90 

degree so that it can identify all orientation of the textures . The texture 

database consists of eight values at mentioned offset for all the three angles. 

The above conclusion was drawn after observing the values of correlation 

obtained from each co-occurrence  matrix. 
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Figure 5.5 Correlation for different texture. 

 
 

As in figure 5.5 correlation it is obvious that the similar textures have similer 

correlation nature, When Euclidian distance between the values of correlation at 

various offset was found, images with similar texture had small distances. And 

also the peaks in the graph shoes high values of correlation at particular offset, 

this means that the images has regular texture or repetition of a particular 

pattern. The Standard deviation of the values was a good measurement to say 

the amount of variation in the correlation factor. And hence along with the 

correlation values standard deviation was also the field used as the 

measurement of the uniformity in the texture. 

 

5.6 TEXTURE DATA BASE 

 

As  discussed earlier the parameters were fixed based on analysis and mainly  

tried with 3 approaches .The approaches are  Categorized based on the database 

used and the parameters extracted from the co-occurrence matrix. 

Approach 1 

Approach 2 

Approach 3 

 
 

The modules used in all the three approaches are 

1. Extracting the features from the images and Writing into the database 

2. Extracting the feature of the query image. 
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3. Reading from the database. 

4. Finding Euclidian distance from the Query image. 

5. Sorting the distances in  ascending order. 

6. Displaying the top 24 images. 

 

5.6.1 Approach 1 

 

In this approach we used four tables each with 9 columns. Table names and 

their fields are as shown. 

• Image_correlation: (Image_name, Corr1, Corr2 , Corr3, Corr4, Corr5, 

Corr6, Corr7,  Corr8) 

 

• Image_homogeneity ( Image_Name,hom1, hom2, hom3, ho4, hom5, 

hom6, hom7, hom8); 

 

• Image_contrast (Image_name, con1, con2, con3, con4, con5, con6 , 

con7, con8) 

 

• Image_energy ( Image_name, ene1, ene2, ene3,  ene4, ene5,  ene6,  

ene7,  ene8) 

 

Where cor represents correlation con represents contrast ene represents 

energy and hom represents homogeneity calculated as per the mathematical 

models given above. The suffix represents values of the same at various offsets. 

The results obtained were not satisfactory . This  could cluster with high contrast 

but clustering of even images were not to the mark. As shown below in the 

images. After observation it was sorted out that images of uniform nature has 

high value of correlation at some points and hence to exploit that second 

approach was thought. 
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Chapter 5  Texture Base feature Extraction 

  36 

 

Figure 5.6 Image retrieved by Approach 1 

 

5.6.2 Approach 2 

 

Trying to exploit the behavior of the curve in the graph a new data base was 

designed on the above features with just one table containing maximum and 

median values of the various properties. Thus the table had following structure 

 

Textural_feature(Image_name, corr_median, corr_max, con_median, con_max, 

hom_median, hom_max, ene_median, ene_max) 

 

When corr_median gives median of correlation values calculated at various 

offset. 

Also corr_max was the maximum value of the correlation values calculated at 

various offsets. But this features gave even bad results, as it was not able to 

give proper signature of the textural properties. 
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Figure 5.7 Image retrieved by Approach 2 
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5.6.3 Approach 3 

 

Hence added a field in the database of approach 1 , known as standard deviation 

of all the  four properties in the respective table this enhanced the performance 

to a great extend. And hence one of the table for the database looks as shown in 

figure 5.8. 

 

 

 

Figure 5.8 image_correlation table with added std deviation 
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                                Figure 5.9 Images retrieved by Approach 3 

 

   

 

 



  

6                                   COMBINING TEXTURE WITH COLOR 

 

6.1 WHY COMBINE TEXTURE WITH COLOR 

 

The limitation of most of the textural models is that they are for gray scale 

images and not for color images. The color property of the image can not be 

ignored if the model wants to follow human perception. Textures are also 

clustered or identified as similar, based on the color dexterity if we talk about 

human perception. In  human perception an image with similar color 

organization will appear closer as compared to an image with different color 

organization when they have same textural behavior.  

 

As discussed extending the co-occurrence for color image has a limitation. The 

co occurrence matrix for the color image would require matrix of order 16 million 

by 16 million. The feature extracted would require large amount of computation 

to be done and if the size of the database is substantial the feature extraction 

would take significant time. The solution to this could be, converting the image 

to gray scale and then evaluating the texture features but it looses the color 

features. Motivated by the limitations, extracting the texture feature of the 

image in  grayscale and retaining the color feature in a different database is the 

proposed solution. 

 

 If the co-occurrence matrix is evaluated for the color images the number of 

intensity values are 256x256x256. And hence the computational power required 

for each image is not economical. So first converting the image to gray scale and 

then finding the co-occurrence matrix would generate the matrix of size 

256x256. Also one matrix is calculated for each offset and angle. Usually the 

texture behavior cannot be reflected just by evaluating co-occurrence matrix 

only for one value. To properly extract the textural feature the co-occurrence 

matrix should be calculated at various values of offset and angles, so that the 

over all textural behavior can be reflected. The limitation to the above argument 

is calculating the co-occurrence matrix for how many values and creating 

database space for how many correlation property??. The decision taken for the 

value of offset and angle should be proper trade off between the precision of the 

extracted features and the amount of calculation required to evaluate the 
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texture feature of the query image and time required to compare the images in 

database which may count in  thousands. 

 

6.2 COMPUTATIONAL MODEL FOR PROPOSED METHOD 

 

The proposed method reduces the computational requirement to almost one fifth 

in extracting the textural feature. The experiments conducted in the lab shows 

that it is able to identify almost all types of texture. Once the similar texture 

images are extracted, as explained in chapter 5, the color similarity is now to be 

identified by the method explained in chapter 4 and that can be done through 

color feature extracted and stored in a separate database. The quantization in 

RGB space with reduction in resolution is done to save the space. Figure 6.1 

shows the computational model for the color image retrieval system based on 

textural properties. The whole process can be divided into Color Feature 

Extraction and Texture Feature Extraction. The features of the database image 

are extracted offline and are saved in the color feature database or textural 

feature database. The online operation comprise of extracting the similar feature 

from the query image, by generating the query to get the similar value records 

from the database and then applying the matching algorithm to grade the 

similarity. 

 

 

 

Figure 6.1 Computational model for combining color with texture 
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6.2 RETRIEVED IMAGES  

 

As shown in figure 6.2 the images retrieved based on texture only can retrieve 

similar texture but result number 30 and 33 which looks quite similar are ranked 

far behind but they look very similar due to its color dexterity. The images 

clustering do not look appropriate. Figure 6.3 shows that the same images 

appear in number 2 and 3 and the results appear clustered which is more near 

to human perception. 

 

Figure 6.2 Image retrieved based on texture only 
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Figure 6.3 Image Retrieved when texture combined with color 



  

7                                SHAPE BASE FEATURE EXTRACTION 

 

7.1 SHAPE BASE FEATURE EXTRACTION 

Shape is one of the major features in the images and various models to extract 

shape base feature is discussed in the section 2.4 .There are various 2-d models 

presented which are discussed in detail later in the chapter. 

 

7.2 MODELS OF 2D SHAPE DESCRIPTORS 

List of various shape descriptors for two dimension images is  

1. Fourier Descriptor 

2. Turning Functions 

3. Bending energy function 

4. Order Structure 

5. Shape Thesaurus 

6. Geometrical figure based search 

7.2.1 Fourier Descriptor:-First of all the boundary points are to be 

calculated. The boundry point is found by eight connectivity method. 

Starting at an arbitrary point (x0,y0) and the remaining coordinate 

points . 

 

 

 Figure 7.1 Fourier Descriptor 

 

Circle 1 
 

 

Rectangle1 

Rectangle2 
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are (x0,y0), (x1,y1), (x2,y2)……… (xk-1,yk-1) are encountered in traversing the 

boundary, say, in the counterclockwise direction. These coordinates can be 

expressed in the formx(k)= xk and y(k) =yk. with this notation the boundary itself 

can be presented as the sequence of coordinates  s(k)=[x(k),y(k)], for  k=0, 1, 

2,…., k-1. Moreover, each coordinate pair can be treated as a complex number 

so that 

)( )()( kyikxks += ………………………Equation 7.1 

 

for k=0,1,2,..,k-1. That is, the x-axis is treated as the real axis and the y-axis as 

the real axis and the y-axis as the imaginary axis of a sequence of complex 

numbers. Although the interpretation of the sequence was recast, the nature of 

the boundary itself was not changed. The discrete Fourier transform of s(k) is 
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for u=0,1,2,….,k-1. the complex coefficient a(u) are called  the Fourier 

descriptors of the boundary. The inverse  Fourier of these coefficients restores 

s(k). That is  
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As can be seen from the figure 7.1 the coefficients of two rectangles and circle 

are plotted. But instead of two rectangles showing similar behavior shapes with 

similar size is showing similar behavior.  As discussed earlier Fourier descriptor is 

good  if we want to retain back the images. But they are not good descriptors if 

they are to be used for the comparison of the shapes. 

 

7.2.2 Shape Distributions  

• The key idea is to represent the signature of an object as a shape 

distribution sampled from a shape function measuring global geometric 

properties of an object. 

•  The primary motivation for this approach is to reduce the shape matching 

problem to the comparison of probability distributions, which is simpler 

than traditional shape matching methods. 
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The shape distribution are to be evaluated based on five functions described as 

below. 

• A3: Measures the angle between three random points on the surface of 

a 3D model. 

• D1: Measures the distance between a fixed point and one random 

point on the surface. We use the centroid of the boundary of the model 

as the fixed point. 

• D2: Measures the distance between two random points on the surface. 

• D3: Measures the square root of the area of the triangle between three 

random points on the surface. 

• D4: Measures the cube root of the volume of the tetrahedron between 

four random points on the surface. 

              

Figure 7.2 Shape Distribution 

 

Hence shape distribution for the shapes look like 

 

7.3 Shape distribution similarity measure 

 

 

 



Chapter 7  Shape Base Feature Extraction 

  48 

7.2.3 Geometrical Figure Based Search 

 

This approach can identify shapes such as circle, ellipse ,triangle, 

quadrilateral, pentagon, hexagon, septagon and octagon. Other figures are 

assumed to be merging to a circle. The approach is to find the shape 

signature of the area. To do so the boundary points are to be evaluated. To 

begin with, the image is segmented first and then it is converted to logical 

image or black and white image. The left most white pixel is identified as the 

beginning of the trace boundary. Using eight connectivity the image is traced 

for boundary point. Now the distance of boundary point to the centroid is the 

shape signature. As shown in the figure 7.4 for shape signature. 

 

 

Figure 7.4 Shape signatures for the rectangle. 

 

 After observing various signatures of the shapes it was concluded that the 

number of peaks in the signature indicates the number of vertices in the 

geometric figure. Hence the problem of finding the number of vertices now 

reduces to finding the number of peaks or the number of maximas. 
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Finding Maxima 

 

And hence in the distance plot now the number of maximas are to be calculated. 

To find the Maxima following steps are followed. 

• Finding the derivative of the distance plot: the distance function 

differentiation is calculating by finding the difference between x(n+1) to 

x(n). the function is smoothened by finding the running sum of order 10. 

• Finding the second derivative: the output of first step is then again 

derived to find the second derivative. To find the points when second 

derivative becomes zero ,we also need to consider non integer values.  

• In second derivative find the zero crossing points: The zero crossing value  

is found by seeing in x(n) is positive and x(n+1) is negative or vise versa. 

The zero crossing points are then identified. 

• Corresponding value in first derivative if negative then are identified as 

maxima: the corresponding value in first value are checked for negativity. 

All the zero crossing point for which they are also negative in  first 

derivative is identified as maximas.  

  

Figure 7.5 (a) Input Image  (b) Boundary and centroid marked. 

As Visible from the figure7.6 that irregularity in the signature graph can 

result in many local maxima. Figure 7.6(c) has many zero crossing and hence 

results in marking of local maxima. Hence for the smoothening of the curve 

running sum is applied which means replacing nth value with previous n 

values and then finding the differenciated using equation 7.2 

∑
=

+=
11

1n

xRSum n)Dist(x)(      …………………………Equationion 7.4 

 

d

d)-RSum(x - RSum(x)
    )( =xDiff …………..Equation 7.5 
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Figure 7.6 (a) Signature plot  (b) First Derivative  (c) Second Derivative  (d) Maxima Plotted   

(Without running sum) 

 

Figure 7.7 (a) Signature plot  (b) First Derivative  (c) Second Derivative  (d) Maxima Plotted  

(With running sum) 
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The problem that may arise now is the segmentation of the area of interest. 

After trying technique of threshold to adaptive threshold to segment the image 

the output generated are as shown if figure 7.8  

   

          Figure7.8 (a),(c) Input Images (b),(d)  Segmented images 

 

To segment the area of interest properly contour in the images are identified. 

Contour method of MATLAB gives coordinates of the contours in the images. 

Which are then transferred into the image to get the contour image the 

sequence of processing in the image 7.8(a) is shown in figure 7.9. Figure 7.9 (a) 

shows the contour coordinates. Figure 7.9(b) is the contour coordinates 

transferred into the matrix of input image size. Figure 7.9(c) is the filled image 

obtained by applying flood fill in the image 7.9(b). And 7.9(d) is boundary and 

centroid marked. 

          

(a) Contour co ordinates of the input image  (b) Contour points in Image 

 

(a) 
(b) 

(c) (d) 
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    (c)Flood filled image      (d) Boundary and Centroid Marked 

               Figure 7.9(a), (b), (c), (d) 

 

If the image is segmented properly in all the cases the number of peaks is equal 

to the number of edges in the shape. 

 

In the case of Ellipse the number of peaks obtained is two. In the case of circle 

when there is no edges it is observed that the distance plot show a straight line 

or variation nor more that two pixels. 

 

 

 

 

                             Figure 7.10 Distance plot for Circle 

 

      



  

8                                      RESULTS AND CONCLUSION 

 

 

8.1 IMAGE RETRIEVAL BASED ON COLOR 

In color base image retrieval a query image is to be selected first, the database 

contains color feature in the form of index matrix and index key as discussed in 

chapter four. The color features (Index matrix and Index key) are extracted 

from the query image. Query is made based on index key, and then Euclidian 

distance is calculated between query image and others. 

 

8.1.1 Index Matrix:  

This is obtained by quantizing the color into 16 levels and dividing image into 

grid of 5x5 Pixel each.  

.  

Figure 8.1 Index Matrix Representation of Images (From 125X83 to 25X16) 
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8.1.2 Image Retrieval Based On Color Only Given A Query Image 

Figure 8.2 shows the retrieved images based on the query image.1st result 

image is exactly the same image and second and third images are very similar 

to it.  
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Figure 8.2 Image retrieval based on color given a query image 
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8.1.3 Bad Result  
 

Color quantization some times may be responsible for unsatisfactory results due 
to change in brightness.  
 

 

 
Figure 8.3   Index matrix of similar image is very Different 

 

 

 

8.2 TEXURE BASED IMAGE RETRIEVAL  
 

The texture features are the numbers, ie correlation of co occurrence matrix  at 

various off set. Query image is selected and similar feature is extracted  from it. 

The images from the database is retrieved and sorted in the order of their 

similarity. Out of various approaches discussed in chapter 5  Approach 3 is the 

one used in the System. The image  Database is combination of bricks, pebbles, 

paint water and clouds. When given brick as the query image the results 

obtained at the higher positions are brick as in figure 8.3 . For all other textures 

the results obtained are very good. 
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Figure 8.4  Texture based Image retrieval 
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8.3 COMBINING COLOR WITH TEXTURE 

 

Chapter 6 discusses that how combining color with texture improves the results 

to a great extend, and bridges the gap between the human perception and 

features extracted. 

 

 

 

 

 

Figure 8.4 Image retrieval Based on Color and Texture 
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8.4 SHAPE FEATURE EXTRACTION 

 
The geometric shapes can be identified and the database for the geometric 

shapes are separated from the remaining database. 

 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 

Figure 8.5 Output for Pentagon and Hexagon 
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Figure 8.6  Output for Octagon 

 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 

 
 
 

 
 

Figure 8.7 Outputs for Triangle 
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8.5 CONCLUSION 

 
The experiments were conducted with the database of images, divided into two 

database shape images and other images. The color based image retrieval 

shows very good results. And in all the cases the results obtained were very 

encouraging. The texture features are measure of uniformity, energy, 

homogeneity and contrast. Hence the images retrieved are similar in texture but 

a gap is observed in human observation as color is not included in the 

comparison. The combining of color feature with texture helped in result 

improvement to a great extent. The shape based feature although can identify 

only geometric shapes, but efficiency of identification of geometric figures is 

100% if the segmentation results in proper area of interest. 

 

8.6 FUTURE WORK 

 

• Among the mentioned modules color and texture based feature extraction 

are giving acceptably good results, but shape based features can still be 

worked upon. The domain of shape identification and comparison can be 

extended.  

• The content based retrieval can be extended for the movies along with the 

database of images. More optimization would be required as each movie 

clip may contain n number of frames (images) to be analyzed. 

• The system can be made specific to retrieve images from a domain 

restricted database, for example image retrieval system for satellite 

images. The feature descriptors have to be specific for capturing typical 

features from such images. 
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  Appendix A 
 

Database Management and Connectivity TO MATLAB 

 
The database used is PostgreSQL and the system architecture is explained.  

Understanding how the parts of PostgreSQL interact will make this chapter 

somewhat clearer. In database family, PostgreSQL uses a client/server model. A 

PostgreSQL session consists of the following cooperating processes (programs) 

 

• A server process, which manages the database files, accepts connections 

to the database from client applications, and performs actions on the 

database on behalf of the clients. The database server program is called 

postmaster. 

 

• The user’s client (front-end) application that wants to perform database 

operations. Client applications can be very diverse in nature: a client 

could be a text-oriented tool, a graphical application, a web server that 

accesses the database to display web pages, or a specialized database 

maintenance tool. Some client applications are supplied with the 

PostgreSQL distribution; most are developed by users. As is typical of 

client/server applications, the client and the server can be on different 

hosts. In that case they communicate over a TCP/IP network connection.  

 

• The PostgreSQL server can handle multiple concurrent connections from 

clients. For that purpose it starts (“forks”) a new process for each 

connection. From that point on, the client and the new server process 

communicate without intervention by the original postmaster process. 

Thus, the postmaster is always running, waiting for client connections, 

whereas client and associated server process come and go. (All of this is of 

course invisible to the user. We only mention it here for completeness.) 

 

 

 

 

 



                                                             

 - 2 - 

The Data types supported are as in table A.1. The Array of almost all data types 

is supported which is very useful in storing the color feature like index matrix 

and index value, in a single column. 

  

   Table A.1 Data types in Postgre SQL 
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Connectivity to PostgreSQL:- The initial Process of  data base creation is to be 

done when we can create a database space as in any other DBMS. The tables can 

be created at the console by the command as 

CREATE TABLE color feature      (image name  char [], 

   Index key   integer [ ], 
Index matrix  text [ ] [ ], 
); 

after the tables are created at the PostgreSQL console now it is ready to be 

operated at the front end (MATLAB). The ODBC connection is established by first 

making a system DSN(Data Source Name) using proper username and password. 

Using the connection name now MATLAB database toll box has functions to 

execute the queries at PostgreSQL 

1) Establishing Connection 

 
conn = database('datasourcename', 'username', 'password')  

 

connects a MATLAB session to a database via an ODBC driver, returning the 

connection object to conn. The data source to which you are connecting is 

datasourcename. 

2) Inserting Data  
 

Insert (conn,’table_name’,colnames,data_for_colnames); 
 

This inserts the data in the ‘data_for_colnames’ in the columns specified in 
‘colnames’ of the table ‘table_name’ against conn. 
 

3) Retrieving Data 
 

     curs = exec(conn, 'sqlquery')  
 

Executes the valid SQL statement sqlquery, against the database connection 

conn, and opens a cursor. Running exec returns the cursor object to the variable 

curs, and returns information about the cursor object. The data is to be fetched 

using fetch command. 

 ret data=fetch(curs);     

This return an object to ret_data and data is in ‘data’  fields of the object. That 

can be accessed by  

   Info= ret_data.data 

ret_data. data  is the grid of cell of order no_of column to number of rows 

retrieved. The data can be accessed as info (i, j)  to access data at ith row and jth 

column. 
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Appendix B 

 

Paper submitted at ‘Second International Conference on Pattern Recognition and 

Machine Intelligence (PReMI’07)’ Organized by Machine Intelligence Unit Indian 

Statistical Institute, Kolkata, India. Title of the paper ‘Retrieval of Color 

Images Based on Textural Property’. 

 

Acceptance notification is due by 31st  July 2007. 
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