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Abstract

With the advancing technology, the use of technology for malpractices is ever increasing.

It is very easy to pretend to be someone else by forging their identity or through illegal use

of authentication credentials. Hence, it is always recommended to have a self-detecting

system which is capable of verifying the genuineness and authenticity of the user. This

project work is part of the Fraud Detection System (FDS), in which the authenticity

of user is verified in real-time. Then after, this information can be used to leverage the

capabilities of the system dynamically, so that the illegal user does not harm the system or

have access to some confidential information. In this research work, user profiling based

verification method which can verify the identity of the user in real time is proposed.

In this approach, a novel method of collecting the data from the user in real time is

suggested. This data is trained using recurrent neural network. With the help of this

trained model, specific user’s identity can be verified in real time. The verification is

carried out in real-time as the user uses the computer system. Deploying a suitable

mechanism to then react based on the output of the user profiling system makes the

system immune to identity theft based attacks.
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Chapter 1

Introduction

1.1 User Profiling

User profiling is the process of classifying users based on the dynamic profiles created.

Users can be profiled into various categories or they can be identified individually based

on their interaction with the computer system. This interaction is purely dependent on

the characteristics of the individual using the system. Profiling requires sets of data for

a particular user known as profiles. This profile is then compared with a larger dataset

to check which category the user belongs to or which particular user it is. To profile

the behaviour of a user, we need more than just data about the user. We need to know

what the user is currently doing. We need to know what actions the user performs, how

the user performs them and based on the actions, we classify the behaviour of the user.

Figure 1.1 demonstrates the process of user profiling:

Figure 1.1: Example of User Profiling [1]
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Problem identification

The process of user profiling begins with understanding the problem. Objectives need to

be identified before and the related scope of work must be defined.

Data collection

The next step is to collect the necessary information required for profiling which is related

to the application.

Data preparation

This step involves pre-processing the data so that it can be efficiently explored for user

profiling.

Profile creation

The profile is created using data mining or Machine Learning (ML) techniques.

Application

Finally, the profile is used for matching users or other entities with the available profiles

and decisions are made based on the access capabilities and rights of the user.

1.2 Applications of User Profiling

User profiling is used in a variety of applications now a days. Few of the areas of user

profiling are discussed below:

Recommender Systems

A recommender system is a system that predicts the preferences of the user and the opin-

ion of the user on a particular topic. Recommender systems are used to give suggestions

to the user based on the previous choices of the user. The applications of recommender

systems include recommending items to the user which the user is more likely to buy in

e-commerce related applications.

Security

Another important application of user profiling is security. The system tries to verify the

identity of the user to make sure that the system is not in the wrong hands. The profile

of the user is created using the usage of the user. Afterwards, this profile is compared to

the usage of the user whose identity needs to be verified

2



1.3 Problem Statement

With the increasing use of technology for hacking and identity theft, it is very easy for a

hacker to pretend to be someone else by forging the identity. Hence, it is very important

to find other, more reliable ways for verifying the identity of the user. One good way of

verifying the identity of the user is making the system learn the behaviour of different

users. Based on the behaviour, the user can be verified by the system even if the identity

is forged.

1.3.1 Objective

On the completion of this project, a new method for data collection for user will be

established and a neural network model will be created which will be able to train using

the collected data. Finally, the model will be able to identify the user in while the user

uses the system.

1.3.2 Scope of Work and Assumptions

The scope of this project includes various programming libraries that can interact di-

rectly with the system and get monitor data from input devices connected to the system

like keyboard and mouse. Knowledge of various deep learning algorithms will also be

required to decide the suitable algorithm for this project. Furthermore knowledge of

threading will be necessary as the final program will be expected to perform multiple

tasks simultaneously

3



Chapter 2

Literature Survey

This chapter covers the study and work related to user profiling and other tools that have

been used for this work. The most difficult problem faced by the users in user profiling

is the detailed dataset collection and the format of this data. Next step is to choose the

technique for profiling the user i.e. the choice of machine learning algorithm to use.

This section contain the survey of papers related to user profiling used in this research.

2.1 Related Work

The list of publications are described in table. The column publication indicates where

the publication is taken.
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Publication Title
Conference: IISA 2017, At Lar-
naca, Cyprus

Emotions and User Interactions
with Keyboard and Mouse

ICCCI 2015, At Madrid, Spain,
Volume: 7 th

Keystroke Data Classification for
Computer User Profiling and Ver-
ification

International Journal of Com-
puter Applications (0975 8887),
December 2014

User Profiling-A Short Review

International Journal of Ad-
vance Foundation and Research
in Computer (IJAFRC) Volume
1, Issue 1, Jan 2014.

User Profiling Trends, Techniques
and Applications

Book: Advanced Computing and
Systems for Security: Volume 1

Computer User Profiling Based
on Keystroke Analysis

JOURNAL OF MEDICAL IN-
FORMATICS and TECHNOLO-
GIES Vol. 23/2014, ISSN 1642-
6037

User Profiling Based on Multi-
ple Aspects of Activity in a Com-
puter System
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Papers for study on Recurrent Neural Network are listed below. The following papers

were surveyed to get deeper knowledge of RNNs to figure out which neural network

algorithm is best suited for this project.

Publication Title
ArXiv A Critical Review of Recurrent

Neural Networks for Sequence
Learning

Neural Computation 9(8):1735-
1780, 1997

LONG SHORT-TERM MEM-
ORY

IJCAI-17 What to Do Next: Modeling User
Behaviors by Time-LSTM

2.2 Method of Analysis And Training/Testing Method

The list of the methods to analyse the data and the training/test method is described

in this section. Many different ways for analyzing the data to create profiles has been

proposed. One of the proposed ideas was using an SVM for classification. The research

paper proposed which data needs to be collected. This work primarily focuses on the

personalized characteristics of an individual like the time between key press and key

release, and time between two consecutive key presses [2]. Another helpful method for

acquiring data mentioned in the papers surveyed was getting the mouse coordinates at

every mouse event like click or scroll[3].
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Chapter 3

Proposed Method

Many researchers have worked on various techniques available for user profiling as men-

tioned in chapter 2. A novel architecture to perform an efficient user profile is as men-

tioned in Figure 3.1. At first, data will collected from the system and data from various

users will be stored. Then, the data from various users will be combined together. After

that, the data will be pre-processed so that it can be efficiently analyzed. Using the

pre-processed data, user profiles will be created. After the profiles are created, user will

be verified in real time and based on the verification further decisions will be taken.

Figure 3.1: Proposed Architecture
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3.1 Acquiring data

Data has been acquired from keyboard and mouse inputs. Every time, the system receives

an input, a new sample is created. Table 3.1 shows the list of profiles stored for each

individual.

Table 3.1: Fields of extracted profiles

Name Description
charc Number of character keys pressed on the key-

board at a time.
lClick 1 if left mouse button is pressed, 0 otherwise.
rClick 1 if right mouse button is pressed, 0 other-

wise.
mClick 1 if middle mouse button is pressed, 0 other-

wise.
space 1 if spacebar is pressed, 0 otherwise.
backSpace 1 if backSpace is pressed, 0 otherwise.
delete 1 if delete is pressed, 0 otherwise.
ctrl 1 if control is pressed, 0 otherwise.
alt 1 if alt is pressed, 0 otherwise.
capsLock 1 if capsLock is pressed, 0 otherwise.
shift 1 if shift is pressed, 0 otherwise.
tab 1 if tab is pressed, 0 otherwise.
numLock 1 if numLock is pressed, 0 otherwise.
enter 1 if enter is pressed, 0 otherwise.
mouseX X coordinate of mouse.
mouseY Y coordinate of mouse.
scrollX 1 if mouse is scrolled in x axis
scrollY 1 if mouse is scrolled in y axis
timeDiff Time difference between two events

8



3.2 Long Short Term Memory

The Long Short Term Memory (LSTM) variant of recurrent neural network for training is

proposed. This is because RNNs have have a memory which can store a sequence of data

before which it gives the output. LSTM is an improved version of RNN which replaces

nodes with memory cells. Figure 3.2 shows the architecture of an LSTM cell.

Figure 3.2: LSTM

Each cell of LSTM contains gates which decide which data to keep. Both new data and

the old data pass through the gates. The gate here is an analog gate which means it

can contain any value between 0 and 1. LSTM solves the vanishing gradient problem of

RNNs. [4]. An LSTM with a memory of 250 timesteps as in any smaller timestep is used

here. Otherwise, meaningful information might be lost.

9



Chapter 4

Implementation Results

Data is collected three users as they used their windows systems. From the collected data,

50000 samples from each user are used. These 50000 samples are then pre-processed into

sequences of length 250. The final dataset consists of batches of 250 sequences of data

which is then divided into multiple files. Each file contains a batch of 1024 such se-

quences. The data in each file are in the form of a three dimensional matrix of the shape

[batchsize=1024,timesteps=250,features=19]. The file is stored in the form of a numpy

array as a ’.npy’ file.

The flow of this work starts with the ’data collect.py’ file which is used to collect real

time usage data from the user. Refer figures 4.1 and 4.2,

10



Figure 4.1: Code for Data Collection 1
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Figure 4.2: Code for Data Collection 2
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The format of the collected data is that of a python dictionary and it can be better

understood from the figure 4.3.

Figure 4.3: Sample Data

Next the collected data from various users is preprocessed using the ’preprocess.py’

script. Refer figures 4.4 and 4.5. This script converts the collected data into a three

dimensional matrix since, this is the form in which Tensorflow takes input. The three

dimensional matrix is stored as ’.NPY’ files which are binary files.

13



Figure 4.4: Code for Preprocessing 1
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Figure 4.5: Code for Preprocessing 2
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After this, the preproccesed data is fed into the ’train.py’ file to train the LSTM

model. Refer figures 4.6 4.7. The model consists of three layers of LSTM having 75 cells

in each layer. cost is calculated using cross entropy and the cost is reduced using Adam

Optimizer.

Figure 4.6: Code for Training 1
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Figure 4.7: Code for training 2
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Figure 4.8: Code for Training 3
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Finally the trained model is run using ’run model.py’. Refer figures 4.9, 4.10, 4.11,

4.12, 4.13 and 4.14

Figure 4.9: Code for Final Prediction 1
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Figure 4.10: Code for Final Prediction 2
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Figure 4.11: Code for Final Prediction 3
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Figure 4.12: Code for Final Prediction 4

22



Figure 4.13: Code for Final Prediction 5
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Figure 4.14: Code for Final Prediction 6
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4.1 Tools and Technology

Programming Language:- Python

Library/ Platform:- Tensorflow, Numpy, Pynput, Threading

IDE:- VS Code

4.1.1 Tensorflow

Tensorflow is an opensource deep learning framework maintained by Google. It supports

parallelism and supports GPUs of various manufacturers. Tensorflow can be considered as

a library for data flow programming. It is widely used for building neural network models.

It is highly optimized and though Python is the mostly used as a language for working

with Tensorflow, it is actually built on C++ which is very vast.Tensorflow supports a

wide range of complex mathematical operations, which makes coding of engineering tasks

a lot easier.

4.1.2 Pynput

Pynput is the python library that allows the programmer to monitor and control the

input devices connected to a computer. It can be used to monitor the position of the

mouse, the clicks of the mouse or the keys pressed of the keyboard. It also allows the user

to control the input devices like triggering a mouse click, moving a mouse to a particular

location or getting key inputs from the keyboard.

4.1.3 Threading

The python library threading provide multiprogramming capabilities. This allow for

multiple tasks to be run simultaneously. This library was particularly useful for this

project as it allowed me to both monitor the computer inputs and perform other necessary

operations. Due to this library, in this project data from multiple input sources like mouse

and keyboard can simultaneously monitor . Also using this libary, the user can be verified

in real time by collecting the usage data of the user and running the tensorflow model

simultaneously to make predictions.

4.1.4 Numpy

Numpy is a Python library for scientific computing. It has a built-in array processing

package and is one of the single greatest Python libraries. A lot of important python

25



libraries wouldn’t be possible without Numpy. It very helpful for working on large multi-

dimensional arrays and supports various functions for working on them. In this project,

Numpy library ahs been used to store large three dimensional matrices to files which are

stored as binary files hence they can be processed much master and much more efficiently

than a csv files.

4.2 System Configuration

Operating System:- Ubuntu

OS Type:- 64-bit operating system

Processor:- Intel(R) Core(TM) i7

RAM:- 6 GB

Graphics:- Tesla K40

26



4.3 Training

The training was done with a two layer LSTM with each Layer consisting of 75 cells. The

following is the accuracy on the testing set after each Epoch. (Note: 0th epoch means

before the training has started.)

Table 4.1: Testing Accuracy

Epoch Testing Accuracy
0 0.536982536315918
1 0.5560380220413208
2 0.5729376077651978
3 0.5874494910240173
4 0.5656393766403198
5 0.5760141611099243
6 0.59056156873703
7 0.580303430557251
8 0.6012371182441711
9 0.6617692112922668
10 0.6885388493537903
11 0.6527553796768188
12 0.7049592137336731
13 0.6984983086585999
14 0.7306012511253357
15 0.7366735339164734
16 0.7202929258346558
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4.4 Graphical Result

Below we can see outputs of three batch of training data. Each row is a batch of training

data with three classes. The rectangles denote the correct outputs for each batch. As we

can see that the answer of the first batch is wrong the out output of the second and third

batches is correct.

Figure 4.15: Graphical Output
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Chapter 5

Conclusion and Future Work

The proposed model does give reasonable results but only if the usage of the users is not

too similar to each other. If their usage is similar, model will be able to predict the user

to a particular class. There are many ways the model can be improved, such as more

features can be added like the time of the day or the time since the program has started.

But any increase in the number of features will demand an increase in the training data

set.

In the future, a better feature set will be implemented which will include data that will

help in training the model better. Also, another feature will be added such that if the user

cannot be verified by the model, the system security will be raised so that the unknown

user cannot do much harm.
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