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Abstract

Surveillance videos are ubiquitous in the safety critical places. Detecting any type of

abnormality in the place using intelligent surveillance system is an active area of research.

Traditionally, handcrafted features like HoG (Histogram of Gradients) are used to detect

objects from video and . Recently, deep learning techniques have outperformed the state

of the art object detection techniques. Convolutional Neural Networks (CNN) are used

to solve many of the computer vision problems. CNNs learn the features required for

detecting object or event from video frames unlike the traditional systems where features

are obtained by a user written program. In this report, we have done the comparison of

the HoG features and learned features for object and behaviour detection by implement-

ing two separate machine learning models, Support Vector Machines(SVM) and K-means

classifier on custom data-set. Here, performance of the detection system with both fea-

tures was analyzed. We have also done event detection using CNN and LSTM with the

help of GPU and high speed processor. Event detection using CNN, uses only spatial

data for classification of video with the help of convolutional neural network. Event de-

tection using LSTM, learns features using pre-trained modal(Inception-V3) and classify

video on both spatial and temporal data with the help of LSTM network.
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Chapter 1

Introduction

Currently there is a huge demand for video surveillance systems as the requirement for

ensuring safety of people and property is growing day by day which necessitates the

establishment of cameras in almost every corner of the world[1]. Video recording devices

used in surveillance are ubiquitous and pervasive in nature. These surveillance systems

produce large quantity of video data and thus arise the need of automatic analysis of

the video. Video surveillance systems of present day can detect the objects and people

automatically. They can identify an abnormal activity or a person which is significantly

useful in analyzing the scene in intelligence monitoring system. Hence, object detection

and recognition are the most important activities for a video surveillance system. Object

detection confirms the presence of an object in the video and also the exact spatial

position of the object. Object recognition identifies the object being detected based on

the label associated with the object[2].

In real life applications, object detection can be used for various purposes. In this

report, we have applied object detection technique in the following couple of scenarios.

First, when we want to get the information of till what time a specific person is there

in the video scene by extracting only those frames in which a person is actively shown.

Second, when we have a specific area which is prohibited for free access where a very few

persons are allowed to be entered and rest of the people are restricted to enter and we

want to detect the trespasser who entered the prohibited area. Our target is to detect

the person as soon as he/she enters the prohibited area and an alarm should be given to

the security personnel. Difficulty lies in recognizing the target person and alerting in real

time. In such scenarios, intelligent video surveillance system can successfully improve
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security in the safety critical locations. In addition to that, it reduces the work load of

the human observer in the traditional surveillance system.

The abnormality detection in surveillance video is a process of identifying if an unau-

thorized person is present in the video scene or not. The process involves a static video

recording camera which gives a video recording in compressed format. The constituent

frames of the video are first extracted and represented as digital images. These frames are

then pre-processed before extracting features from them. Background subtraction and

filtering of frames are mainly performed in the pre-processing module. Features are the

important characteristics of the images which give information about the visual content of

the image. Hence, they are also termed as visual features. Further, these features are fed

into a machine learning model to detect the objects or to detect the behavioral pattern of

the object. A post processing activity is required to decide if there is any abnormality or

anomaly in the scene. So, whenever event or scenario based classification is done, there

is another way to extract and learn features. And those extracted features are called as

deep features and which are trained in the large and very complexed recurrent neural

networks

The remainder of this repot is organized as follows. chapter II describes the Related

work. chapter III presents the Object Detection, followed by Event Detection in chapter

IV and conclusion in chapter V.

1.1 Motivation

The huge accumulation of digital data in this new century has become an interesting

circumstance where storage and processing of such quantities of information are the key

factors to satisfy user requirements and expectations. Multimedia data such as video

sequences in visual surveillance systems is a very important topic and probably one of

the most illustrative examples of this circumstance because the large demand for analysis

and synthesis that is needed to understand the contents to determine specific actions

based on registered events. Events are phenomena or circumstances that happen at a

given place and time which can be identified without ambiguities, for example, a person

entering in a forbidden place, a suspicious object abandoned in a public place or a car

parking in a garage.
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Digital video recording devices are now ubiquitous and pervasive in our daily lives.

They are mounted indoors and outdoors everywhere: offices, rooms, halls, banks, hotels,

hospitals, casinos, airports, parking lots, buildings, military sites, streets and intersec-

tions; some vehicles even have cameras recording passengers and the surroundings of the

car.

1.2 Problem Statement

In video surveillance, high accuracy can not be achieved by human operator and this task

is very time consuming. Even human operator can not provide accurate evidence when

something abnormal is happened. In surveillance system camera should be on 24*7 and

video recording and saving is done nonstop so Continuous monitoring using surveillance

device causes data overhead.

1.3 Objective

Objective of this project is systems capable to detect events automatically in video surveil-

lance applications and reducing or suppressing human interaction with the system. Also

it reports alerts based on the events detected.

1.4 Scope

Scope or we can say applications of video surveillance system are listed below:

• Access control in special areas.

• Person-specific identification.

• Crowd flux statistics and congestion analysis.

• Anomaly detection and alarming.

• Interactive surveillance using multiple cameras.

3



Chapter 2

Literature survey

2.1 Overview

The main goal of this chapter is to present a review of the state-of-the-art research work

in computer vision and machine learning that addresses surveillance applications in the

area of event detection.

2.2 Related work

In this section, we briefly give an outline of the features used in detection of objects.

Event detection comprises of Object Classification, Tracking, Behaviour Understanding

and Description, Personal Identification, Fusion of Information from Different Cameras

[3], where object classification can be divided into two categories: i) shape based event

detection and ii) motion based event detection. Shape based event detection includes

rigid or non-rigid objects like humans, vehicles etc and motion based event detection

includes all types of motion. Shape based event detection is not difficult as compared to

Motion based detection because shape based event detection procedure works on frame

level and motion based detection works on video shots. Shots are a bunch of frames which

belong to a scene in the video. All these tasks involve extraction of visual features from

the video frames.

Various methods to identify human objects are found in the literature[4, 5, 6, 7]. The

traditional approach of human object detection was based on the handcrafted features and

using machine learning algorithm to identify the object. These object detection systems

4



can identify during what time of interval, specific object was present in the scene. in video

processing, there is a task, which is mandatory to perform and it is a frame extraction.

Frame extraction is done by FFmpeg software and using openCV-python’s method. The

features are extracted using different feature extraction techniques like that Histogram of

Oriented Gradients (HOG)[4], Speed-ed Up Robust Features (SURF)[8], Scale-invariant

feature transform (SIFT)[9], Features from accelerated segment test (FAST)[10], Haar

wavelets[11] etc. Among all these handcrafted features, HoG features are the most popu-

lar ones as they accurately identify the human objects. These features are used to classify

the frames of the video by training a machine learning model. Before classification we

can do feature reduction also. Feature reduction is used for reducing the dimensional-

ity. There are many techniques to do feature reduction which include Decision Trees[12],

High Correlation[13], Backward Feature Elimination[14], Principal Component Analysis

(PCA)[13], Linear Discriminant Analysis(LDA)[1], [15].

In the past few years, Convolutional Neural Networks (CNN) have become a strong

machine learning model that is able to solve various computer vision problems[16]. Hence,

CNN is used to address the problem of human object detection and recognition very

efficiently[17, 18]. The key steps in object detection using CNN include CNN feature

extraction followed by objects classification and clustering based on the features extracted

from the last convolutional layer of the CNN architecture.

To detect the object and recognize it accurately, we can apply machine learning tech-

niques of classification or clustering depending on the type of data available in hand. If

the training images are in such a way that we already know the set of classes to which

it belongs, then it would be easy to apply the classification technique that is ultimately

supervised learning. On the other hand, if training images are totally unlabeled i.e., we

don’t have prior knowledge of classes into which they fall, in such cases we have to go for

clustering techniques of unsupervised learning[19].

Deep learning is an advance version of the machine learning. In the deep learning all

networks are gives more accurate results compare to machine learning algorithm because

in the deep learning all the networks used back propagation technique when it classify

the data. LSTM is used to learn video’s spacial and temporal both data. There are many

networks who learn spacial data features like RNN, 3D CNN, Opticalflow, using Feature

vector neural networks etc. If Event detection is done on only spacial data than 2D CNN
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also learn best feaures and gives best results. There are many pre-trained models used

to extract features and getting weights, like Xception, VGG16, VGG19, ResNet50, In-

ceptionV3, InceptionResNetV2, MobileNet, DenseNet, NASNet etc. Here all are trained

on different dataset. Classification on deep features is better than the classification on

handcrafted features , long term dependancy exist between the the data.

6



Chapter 3

Object Detection

In this chapter we review the principal components of an object detection in video surveil-

lance system as an introduction to the general concepts and algorithms associated with

this thesis. Flow of to detect object in video surveillance system given in the below figure.

Figure 3.1: Flow of Object detection

In this research work, we implement a human object and behaviour detection system

for a video surveillance system and analyze the importance of the features learned from

the CNN over handcrafted features such as HoG. In this process, we have followed the
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steps shown in Figure ?? to apply the HoG and CNN based features to detect human

objects in the surveillance system. Following subsections describe the process in detail.

3.1 Pre-Processing

This is the flow of pre-processing. A brief explanation for each functional block is detailed

below.

Figure 3.2: Flow of Pre-processing

3.1.1 Region of Interest (ROI) Extraction

The region of interest was extracted according to the area with the highest probability

of the event to occur. which you want to filter or where you want to perform some other

operation. A region of interest(ROI) is a portion of image that you want to filter or

perform some other operation on.

3.1.2 Conversion to Grayscale

Color components in images and video sequences can be useful during process specific

features detection, such as skin color or face recognition of human being. Grayscale

images are related to the luminance component in the YCbCr color space, Where Y is
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the luminance component that gives the average brightness of the image and Cr and Cb

are chrominance for red and blue color components. The conversion of color image into

gray scale image is converting the RGB values(24 bit) into gray scale value(8 bit). So,

processing time of gray image is 3 times lesser than the RGB image.

3.1.3 Foreground/Background Estimation

As a prepossessing step, mainly two techniques are used. First one is Background subtrac-

tion and second is optical flow generation. If camera is static then background subtraction

is used and if camera is moving while recording the video, then optical flow technique

is used to prepossess the data. In this research work, Closed-Circuit Television (CCTV)

camera is used. Hence, background subtraction is applied as shown in Figure 3.3. By

using background subtraction technique we got the difference between frames. There

are techniques like Frame difference, Mixture of Gaussian (MoG) and Approximate me-

dian for background subtraction. Mixture of Gaussian (MoG)[20] is good enough for

subtracting background from different frames.

Let the Video Frames be represented as:

V = {F1, F2, F3, ..., Fn} (3.1)

where V is a video and Fi is the constituent frame with i ranging from 1 to n. The

number of frmaes in a video is represented by n. Background subtraction is carried out

by subtracting the frame from its previous frame.

Sn = Fn − {Fn−1, Fn−2, Fn−3...Fm} (3.2)

where Sn is the difference of frames and n is grater than m. After subtraction, objects

are either moved from one position to other or disappear in the difference frame and the

pixels of background remain same. Change in background is considered as noise. The

changes in pixels at the boundaries of object is more important[21].

Here Mixture of Gaussian (MoG) is used for background subtraction[22]. Every pixels

in those frames are modeled by Mixture of K Gaussian distribution. The probability of
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certain pixel that has a value of XN at time N can be written as:

p(fN) =
K∑
i=1

ωiη(fN ; θi) (3.3)

where ωk is the kth Gaussian component weight parameter and the kth component

normal distribution represented by:

η(f ; θj) = η(f ;µj,
∑

j) (3.4)

η(f ;µj,
∑

j)=
1

(2π)
D
2 |
∑

j |
1
2

e−
1
2
(x−µj)T

∑−1
j (x−µj) (3.5)

where µk is represented as mean and
∑

j = σ2
j I is the jth component co-variance. The

first D distributions are used as mixtures of the background model of the scene, where D

is evaluated as:

D = argdmin

(
d∑
i=1

ωi > T

)
(3.6)

Threshold T should be minimum fraction of background model; it is lowest prior

probability that background in particular frame. Subtraction of background is done by

marking the foreground pixels and pixels which is greater than 2.5 standard deviations

away from any D’s distribution. Here equations are being updated by updating first

Gaussian component that matches the test value.

Figure 3.3: Process of background subtraction
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Figure 3.3 shows the subtracted images after Mixture of Gaussian (MoG) background

subtraction. In these images moving objects are separated from background of particular

frame/image. Unwanted information is removed from original frame/image.

3.1.4 Optical flow

The optical flow methods used to evaluate the optical flow vectors of pixels in every

different frame were successfully tested. The Horn-Schunck method showed an accurate

evaluation of vectors, but the processing time is very long as it is shown in the time

analysis section.On the other hand, the Lucas-Kanade method performs much faster in

processing time and the optical flow density can be handled changing the Window-Size

parameter.

3.1.5 Frame Reduction

Figure 3.4: Flow of Frame Reduction

In this step, all extracted and background subtracted frames are processed on their

pixel values. Here, a threshold value is set for reducing the frames. If number of black

pixels in any frame is higher than the threshold value then that frame is dropped because

in those frames no event would have taken place. Background subtraction output is used

for taking the decision if a human object is present or not. Generally, in this procedure,

large number of frames are extracted in a very small amount of time span. So data

overhead will occur to process those large number of frames. There is an alternative to
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reduce frame generation in given amount of time, which is done by setting the parameter

FPS(Frames Per Second) to a comparatively large value. But the major disadvantage of

setting the large value of frame rate is, we may lose some important frames in very small

amount of time span. And we can’t capture object in CCTV footage too. The frame

reduction procedure is depicted in Figure 3.4.

3.2 Features Extraction

A feature is a significant piece of information extracted from an image which provides

more detailed understanding of the image.Good feature extraction is important for the

performance of classification.

3.2.1 Types of feature

• Low-level Visual Features

– Color

– Texture

– Shape

– Motion

– Shot Boundaries

• Mid-level Semantic Content

– People/Objects

– Location

– Actions

– Time

• High-level Semantic Content

– Story

– Concept

– Event

12



3.2.2 Feature extraction

In this step, we extract HoG and CNN based features from the video frames which

are preprocesed in the previous step. HOG is an edge orientation histograms based on

the orientation of the gradients in localized region called cells. HOG can represent a

rough shape of the object, that is why it has been used for general object detection and

recognition, such as people or cars. On the other hand, rotation and scale changes are

not supported using HoG.

HOG is used to extract global features whereas other techniques are used for ex-

tracting local features. So, for object detection, global feature extraction techniques give

better results in identifying different objects from images. The algorithm of HoG feature

extraction is given in Algorithm 1.

Algorithm 1 : HoG

Input: Constituent Frames of Surveillance Video

Output: Histogram of Gradients

Steps:

1. The input image is transformed to gray-scale scale image

2. The luminance gradient is computed at every pixel in the image

3. To generate a HoG orientation for each cell

• Feature quantity becomes robust to changes of form

4. Normalization and Descriptor Blocks

• Feature quantity becomes robust to changes in illumination

Deep learning is gaining popularity in solving the major computer vision problems like

image classification, object detection, human action recognition etc. CNNs have shown

promising results in all these areas by replacing the complicated procedure of extracting

handcrafted features[23]. The architecture of a CNN model is shown in Figure 3.5.

A CNN model consists of convolutional layers followed by sub-sampling or max-

pooling layers and the fully-connected layers neural layers at the end. The stack of

convolution and sub-sampling layers learns the generic features from the input images

and these features are fed into the fully-connected layers for classification. The output of

13



Figure 3.5: Architecture of CNN model

last sub-sampling layer work as the visual feature descriptions. These are called learned

features as they are learned by a CNN model automatically. These models work very well

when trained on a large dataset. But, training takes a long time depending on the size of

the network and computational capabilities available. Hence, we used a pre-trained CNN

model called VGG-19 [24] which was trained on 1000 classes of Imagenet[25] data. This

is a medium sized CNN model with 19 layers. The output of the last layer of max-pooling

is taken as the learned feature.

3.3 Frame Classification

Using classification of frames in the testing phase, we can detect anomaly or specific object

from the frame according to the anomaly defined during training phase. At training

module, all the features of images consisting of the different types of objects are given as

an input. Support Vector Machines(SVM) are used to classify the objects in the current

implementation. Then the features from the pre-processed frames which are actually

testing data, are passed into the created SVM model to predict the object is anomaly or

not. Here we used multi-class SVM to do classification. It divides the training data into

multiple class using their feature space and finding the pattern from those images which

are having the same class. The testing samples are predicted by probability distribution

to related class using multi-class SVM classification model. The training and testing

processes are illustrated in Figure 3.6 and Figure 3.7 respectively. The features extracted

from the frames are denoted as Xn where n is the number of frames in the video as shown

14



in Equation 3.7.

Xn = {X0, X1, X2, ..., Xn} (3.7)

Figure 3.6: Training process

Figure 3.7: Testing process

Here we train model using our own data set which consist of images of multiple objects.

and testing is on the pre-processed extracted frames of CCTV footage.

After classification, post processing of classified data is carried out to find out that

actually which frames have abnormality using the temporal relation. Temporal relation

is defined as the correlation between the consecutive frames of the video. The steps used

for post processing are given in Algorithm 2.
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Algorithm 2 : Classification

Input: Output of SVM classifier

Output: Frame-level object detection and recognition

Steps:

Level-1 Post-processing

1. for all filtered frames

2. if All blocks in a L1 frame are normal/abnormal then

3. Frame <– Normal/Abnormal

4. else

Level-2 Post-processing

5. if All blocks in L2 frame normal/abnormal then

6. Frame <– Normal/Abnormal

7. else

8. Vote (all neighbouring blocks)

9. Blocks <– Normal/Abnormal

10. go to step-6

11. end if

12. end if

13. end for

Temporal post-processing

14. Perform temporal post-processing

In level-1 post processing, simply the frame is identified as normal or abnormal based

on the class labels obtained by SVM classifier. In level-2 post processing, identification

is on a group of frames if that block contains abnormal objects or not.
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3.4 Experiments and Results

For the experiments, we have used the video of 9 seconds as a testing data-set. In that

video, there is a girl walking inside a room and through CCTV camera we captured

that scene. In that video, girl actually comes in video at 5th second and she is actively

available till 9 seconds. Total extracted frames are 339 and out of 339 frames, girl is

visible in only 144 frames and so they are selected as useful frame. Remaining frames

have no event of any object so we can discard them. We have provided few images of 3

different persons as an input training set as shown in Figure 3.8. Out of those images,

first type of images is the set of images of the girl who is captured in the camera during

testing. Few images are of another girl and rest of the images are of a boy’s images. We

have worked upon two algorithms, namely SVM and K-means clustering and built the

model using the training data. SVM gives higher accuracy of 95% compared to K-means

because K-means algorithm is behavioral algorithm which considers overall gestures and

postures of the person. And in the testing video, girl’s gesture and postures are somewhat

similar to boys.

Figure 3.8: Samples from training images
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Table 3.1: Results in terms of accuracy

CNN Features HoG Features
SVM KMeans SVM KMeans

Object Detection 94% - 87% -
Behavioural detection - 93% - 75%
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Chapter 4

Event Detection

4.1 Types of Event Detection

• Object Tracking

• Behaviour Understanding and Description

• Personal Identification and Observation

• Anomaly detection and alarming.

• Fusion of Information from Different Cameras.

4.2 Pre-processing

In this module, pre-processing consist of two steps, one is re-size of images and second

one is normalization of image. After image re-sizing of image, Image of any sized will be

converted into image pixel size of (299,299). It is easy to process images of constant pixel

dimensions. In image normalization, pixels value of re-sized image will be normalized

between 0 to 1.

Image normalization will reduce input data size for next processing module, which

will help to process input data faster. At the same time, image normalization will help to

remove noise also. In proposed method pre-processing, which includes image re-sizing and

image normalization, is used in both Event detection By classification of images/frames

using CNN and Event detection By classification of shots/clips using LSTM.
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4.3 By classification of images/frames using CNN

Methodology of Event detection By classification of images/frames using CNN is ex-

plained in the below figure. In proposed method, First step is to extract frames from

different types of event’s video clips using FFmpeg software. Here, in ordered to extract

frame, video clips read one by one. Those extracted frames will be written in the folder,

from which clips are saved. Next, all the frames are pre-processed as discussed earlier.

Here, temporal data or we can say it as temporal features of the different types of

events clips are ignored for the classification of video. Here, classification is done only spa-

cial data using the 2D Convolutional Neural Network. Now, Pre-processed data/frames

are used as input for convolutional neural network. In the Convolutional Neural Network,

only top layers will be trained using weights of pre-trained model. In proposed method,

InceptionV3 is used as pre-trained model. Now we have trained model which we can use

further for testing purpose. Now, For testing, We passed any random image into new

trained model for prediction of event, but image for testing must having picturization of

any event which event is in the training data-set at-list.

Figure 4.1: Flow of Event detection By classification of images/frames using CNN
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4.3.1 Description of the Architecture

The below figure describes architecture of Convolutional Neural Network. In our proposed

method Event detection is done by classification of images/frames using CNN is done

only on spacial data. CNN having multiple layers like Convolutional layer, pooling layer,

fully connected layer and input-output layer. In this network starting layers such as

convolutional and pooling layers are used to extract features, where fully connected and

top dense layers are used to classify the given input. In CNN Convolutional Here temporal

data is ignored. There are various layers in the CNN, In our methodology we train

our data only on the top layer, other layers are freezed out because we’ve used pre-

trained modal. For top layer input is pre-processed image and fine-tuned weights of

pre-trained model (Inception-V3). While fine tuning the weights, only top dense layer

will get included. Top layers of CNN have two layers which both are dense layers. First

dense layer’s input is GlobalaveragePooling2D layer’s output, which having 1024 neurons

and RELU activation. Second dense layer has five number of neurons which are equal

to number of classes. The activation of second dense layer is Softmax. After training

of top layers we get new trained modal which is used for further processing. Test data

will be passed and trained into new trained modal and it will give classification of input

image/frame as a output.

Figure 4.2: Architecture of CNN
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Figure 4.3: Architecture of CNN’s Top layers

4.4 By classification of shots/clips using LSTM

Methodology of Event detection By classification of shots/clips using LSTM is explained

in the below figure. First, We have extracted set of frames from the different types of

events’ shots. Here, In this proposed method, We have taken booth spacial as well as

Temporal features as input for video classification. For consideration of temporal feature

we will take new parameter as value of number of frames of a shot. So, For this reason we

have considered only 40 frames from every shots in the pre-processing module. And it will

be passed out for next module as deep feature extraction. To filter out the only object’s

features from the pre-processed data frames rather than any background’s features, we

have used inception v3 model to extract the features. So InceptionV3 model will extract

deep feature of those object by whom event is occurred actually.

Here we have used LSTM model for the training n testing purpose. Whatever features

we have extracted using InceptionV3 of 40 frames from each shot, which will be considered

as a one pattern. We will pass pattern of 70% shots of data-set as a training set in the

LSTM model and whenever the new trained model is generated, it will be further used

for the testing. Now rest of the 30 data will be passed into new generated model which

are considered as testing data, and it will give the output for the testing data and classify

the testing video clips/shot’s event into related class. If testing data will have the normal
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event than output of the LSTM will be shown as the normal event’s class and consider

it as normal event else output of the LSTM will be shown as an abnormal event’s class

and consider it as abnormal event.

Figure 4.4: Flow of Event detection By classification of shots/clips using LSTM

4.4.1 Deep feature extraction

For decreasing the complexity of the input and obtaining high-level features of the images

the first neural network which known as ”Convolution Neural Network” is used. Here,

”Inception” which is pre-trained model developed by Google is used by us. The third

version of Inception is trained by using ImageNet Large Visual Recognition Challenge

data-set. ImageNet data set have around thousands of classes for different types of

objects. Classification of images and identifying different classes like ”Person”, ”Animal”

and ”bird” by using different models is an ideal task in computer vision.

For applying the transfer learning method we are using this model. For perfect object

recognition or detection we have to pass millions of parameters into neural network or

we can say it as a model, and train those parameters but it will take much time. So by

using fully-trained model those training process will get faster and retrain old weights for

a new classes which are exist in our system, using some data-set like ImageNet.
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In proposed method we are detecting event associated to some object. Pre-trained

model(Inception-v3) is used to extract and filter out particular object features from the

extracted frames. So, while training it will look for particular object and this will result

in better training. Therefore, we can get better results at testing phase.

The below figure represents architecture of Inception-v3, Which consists of multiple

layers. First layer is input, second layer is convolution and third layer is output layer.

Convolution layer have multiple layers like average pool, Max. pool, Dropout, Concate,

Fully-connected and Soft-max layer. In input layer pre-processed images/frames will

taken as input. when frames get passed through convolutional layer it will filter out

object and in top layer features will get extracted of those object.

Figure 4.5: Architecture of InceptionV3

4.4.2 Long Short term Memory

LSTM stands for Long Short Term Memory. LSTM is type of Recurrent neural network,

but is has one memory cell which will help in saving long-term memory. This Long Short

Term Memory (LSTM) is used to learn temporal data. There is one memory unit in

LSTM cell by which some long term dependency is processed and important things are

saved. LSTM is used to reduced vanishing gradient problem.

Sigmoid functions have values 0 or 1. So this function is used to forget or remember

the memory information. So If it hold ’0’ value than it will forget the memory information

and if it holds the ’1’ value than it will remember the memory information.

The above figure describes the structure of Long Shot Term Memory cell with forget
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Figure 4.6: LSTM memory cell with a forget gate

gate. The Blue circles in the figure represents sigmoid functions. The white circles in

the figure represents multiplicative node. In the image i c represents input gate, f c

represents forget gate and o c represents output gate. The value for input gate, forget

gate and output gate is in binary format. So, they will hold value either ’0’ or ’1’. Dashed

line in figure represents edge to the next time stamp. Dotted line represents edge from

previous time stamp (and current input).

Input i c to the memory cell from current memory data is concatenated with input

gate and the results will tell that how much important this current input is for this

cell. s c is very important unit for this memory cell data. It has self loop for recursion.

Sc is calculated on the basis of previous memory cell and current memory. Importance

of previous memory will be decided by f c. If f c is 0 than previous memory will get

discarded and if f c is 1 than previous memory will get passed to next step in memory

cell. Now, s c is calculated by adding current memory data and previous memory data.

Now, how much s c important for a next memory cell is denoted by O c gate.

RNN(Recurrent Neural Network) is not more capable to save and processed long term

dependency between data. For detecting an event in video we have to processed long term

memory to identify what kind of event is happening. For event detection there are various

time stamps in the video and there is some particular sub-event associated with each time
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stamp. According to those time-stamp and associated sub-event we will be able to know

the actual whole event. For this procedure we have to know some pattern which exist

between time-stamp and sub event. so LSTM is used for learning this type of pattern

easily.

Figure 4.7: Event Detection using LSTM

This above figure shows one example of how event is detected by LSTM. In this

example the whole procedure for diving event is get detected by three different sub-

events happening in the sequence. For this first LSTM will detect the event of Jumping

from platform at first time-stamp. In the second time-stamp LSTM will detect the event

of Rotating in the air and in the third time-stamp LSTM will detect the event of falling

into water. When this three sub-events is learned by LSTM than it will conclude that

event of diving is happening.

4.4.3 Description of the Architecture

In the proposed method for event detection, The Recurrent neural network is used which

architecture is given below. this is used to find a pattern between different types of

actions by giving the sequences of shots/clips. In this network Long Short Term Memory

cell is exist as first layer. After than there are another three sequential hidden layers

26



Figure 4.8: Recurrent neural network

exist for classification process. First is dense layer, Which having 521 neurons and RELU

activation and it takes input from LSTM layer. Then second is Dropout layer which

having also 512 neuron and drop out rate is 0.5. and last and third layer is Dense layer

which having 5 neurons(same as no of class) and Softmax activation. This final

The second neural network used was a recurrent neural network, the purpose of this

net is to make sense of the sequence of the actions portrayed. This network has an LSTM

cell in the first layer, followed by two hidden layers (one with 1,024 neurons and RELU

activation and the other with 50 neurons with a sigmoid activation), and the output layer

is a three-neuron layer with Softmax activation, which gives us the final classification.

4.5 Experiments and Results

In proposed method, The data-set is of different five types of video clips/shots. There are

679 clips divided into five classes named as Typing, Writing on the board, Mopping on the

floor, Jumping and Fighting. Here, First two are normal in the classroom for surveillance

system where another three are abnormal event in the classroom. For frame extraction,

Frame rate(Number of frames extracted in a second) is 3. In proposed method, Used

data set is part of UCF-101 data-set. In every class, There are on an average 100 video
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clips/shots of [1-2] min available. When, frame extraction is done, On an average there

are 180 frames are extracted from a shot/clip.

In the Event detection By classification of images/frames using CNN methodology,

There are around 1 lakh images used for training and around 40,000 images used for

testing of Data-set. Where, In the Event detection By classification of shot/clip using

LSTM methodology, There are 476 clips used for training and 203 clips used for testing

of Data set. But in this direct video can not be passed into network directly so it’s size

of feature set of a shot/clip is (40,2048). Where, 2048 is feature length and 40 is number

of frames which is considered as a pattern. Both classification is done with the help of

Keras Library and many powerful hardwere devices(RAM : 7.7 GiB, Processor : Intel

Core i7-4790 CPU @ 3.60GHz * 8, Graphics : Tesla K40c/PCIe/SSE2, OS : Ubantu 16.04

64-bit). Actually, Number of classes is very less for our video surveillance system. There

are so many normal and abnormal events performed under surveillance system and we

can take it and also classify it but it will take more time to train on above mentioned

system also.

In this research work, In the CNN architecture, Data set is trained up-to 45 epochs on

the Nvidia tesla k40 GPU and it took around 6hr for completing whole training process.

Where In the LSTM architecture, Data set is trained up-to 38 epochs on the Nvidia tesla

k40 GPU and it took around 2hr for completing whole training process. Accuracy and

loss of both methods are given into below table.

Table 4.1: Results in terms of accuracy and loss

Loss Accuracy
Event Detection using CNN 0.25 89.12%
Event detection using LSTM 0.097 94.87%

Below figure is of results of event detection using CNN. In this figur, list of class name

and predicted results according to given testing image are written behind the testing

image. Here, Typing, Writing on the board and Mopping on the floor are considered as

normal event, where Jumping and Fighting are the abnormal event under the surveillance

system of classroom.
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Figure 4.9: Results of Event Detection using CNN

29



Chapter 5

Conclusion

Video surveillance systems are expected to be intelligent enough to detect object auto-

matically to reduce the human operators involvement in the process. Features extracted

during the object detection play a major role in the process. In this paper, We have im-

plemented a object detection system for video surveillance using both handcrafted HoG

features and CNN based features and study on human object detection and behavioral

detection using SVM and K-means algorithm. CNN features are learned using the VGG-

19 architecture which was pre-trained on 1000 classes of Imagenet data. It is evident

from the results that learned features are the best for the object detection.

In the event detection in the video surveillance system, Classification on spacial and

temporal data using convolutional neural network of the video gives around 89% accuracy

result to detect any particular event on the around 1 lakh images of the different types

of events’ images, where the classification on spacial data of video only using long short

term memory network gives the around 95% accuracy on the almost 450 video clips on

the different types of events’ clips.So, conclusion is CNN based approach is batter than

the LSTM based approach.
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Chapter 6

Future work

• Will use appropriate live database of surveillance system and show comparative

results.

• Classification will do on live surveillance dataset.

• Efficient learning and inference procedures will be presented for this project using

comparative study.
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