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Abstract

In today’s digital world, day to day number of customer drastically increases in online
shopping. There are a huge amount of customer’s information and product’s information
available to maintain. This information is very useful to increases sales revenue. The
system is required which has filter to filter out these information and efficiently provide
relevant recommendation in order to reduce the problem of information overload and
increased Internet traffic. Online recommendation systems act as a virtual agent which
help user to take up right product from the abundant amount of products purchasable
on the e-commerce site by providing an effective recommendation. Reviews or ratings
provided by user, used to build up product profile and user navigation is used to build
up user profiles, both are used for recommending products that best matches with the
user’s interest. Recommendation systems identify recommendations automatically for
individual buyers based on past purchases and searches, product rating and on other users
behavior. This paper includes advantages and limitations of recommendation system and
detail description of all techniques which are used for recommendation with its pros and
cons. User-based and Item-based techniques are very popular for recommendation, we

have discuss its algorithm with complexity analysis and quantitative analysis.
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Abbreviations

RS Recommender System.

MAE Mean Absolute Error
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Chapter 1

Introduction

1.1 Online Product Recommendation System

In today’s digital world, day to day amount of available digital information increases
wildly and the use of the Internet is going to be uncontrollable. In future, this will
lead to the problem of information overload and increase Internet traffic. To avoid this
situation we should have efficient information retrieval system which will automatically
find relevant content and deliver to the user. On online store, there are crores of products
available. Some products are similar but not exactly similar in term of their property
and quality. At this point, a user gets confused in choosing the correct product from its
large amount variety.

Information retrieval system, such as Google have partially solved this issue but it will
give suggestions based on keyword used in the query because Google is a keyword based
search engine but personalization and prioritization have been missing. This digital world
needs an intelligent system which gives an experience of personalization and prioritization.
This has increased the demand for recommendation systems. Recommendation system
filters information from a large amount of information by a user’s interest and preferences
and then it will provide a meaningful recommendation. This leads to reducing jam of
information overload and unnecessary Internet traffic too. For an example on Netflix user
provide ratings to movies. Such data used to build up product profile. Then find most
similar user or the item for the recommendation. Amazon records users search history
based on that it will find the most similar the item for the recommendation.

In today’s e-commerce world recommendation system act as virtual intelligent agent



on online store by providing personalization to the user. Using recommendation system

user can take up right product from the abundant amount of products purchasable on the

e-commerce site [1]. Based on the user’s profile or product profile RS has the power to

predict whether a particular user would prefer a product or not. RS are advantageous to

both business providers and users. They reduce successive search costs of finding products

on an online shopping environment. RS support users by allowing them to move beyond

catalog searches.

1.2 Benefits of Recommendation System

Better understand user’s interest RS analyzes the user’s search history from

which it finds user’s interest and accordingly provides meaningful recommendations.

Engage user for a long time RS provides personalization and prioritization to
the user. They will quickly find a product without having to perform a successive

search. So users spend more time on site as they served according to their interest

by RS.

Increases number of customers/users RS provides personalization the experi-
ence to the user by recommending products of their interest. This shows their users

what they value as an individual. Therefore users easily find what they want.

Increases average order value RS provides a dynamic experience to the user
by personalization. Hence user will spend more time site. RS helps the user a to
purchase correct product from thousands of products. This will stop escaping user
from the site. By recommending a relevant product to the user, a user will quickly

buy products which he/she wants.

Increases the number of items per order RS will find similar products for
the user and also show what other users have bought. This way RS increases the
number of items per order. When the customer has found options that meet his

interest, he is preferably likely to purchase items.

Increases in sell by selling more neighborhood items A RS should be able
to recommend products that are less popular, the user may like to buy them. This

leads to increases in sell and revenue.



e Increase the user satisfaction User’s satisfaction is a major parameter in busi-
ness. Traditionally they have to perform search after search to find a product of
their interest. They will get exhausted by a querying again and again. By providing
personalized experience to the user, a user feels that they valued as an individual.
By providing a correct recommendation to the user, a user will become more engage

and quickly find a product of their interest. So they will enjoy the system.

e Valued each user When old user visits website, treats him as loyal customer by
providing personalized content. RS should be able to recommend products to the
old customer based on his past purchases, browsing history and rating. As user
spend more time on site system will be able to build a strong user profile and item

profile, this will increases an efficiency of RS.

1.3 Limitations of Existing Recommendation System

e Scalability An E-commerce site has huge amounts of data, millions of customers
and millions of distinct products [2]. User have to make lots of searches to find
required product and there might be lots of user active at the same time and they

frequently make a search. This will slow down the system.

e Cold start When a new user visits an online store, he/she has a limited amount
of search history or product ratings. So his/her profile is almost empty. So it will
difficult for a system to find out his/her taste. Because of this limited information
system will recommend an irrelevant product. So this system suffers from cold start

problem. This issue is also known as new user problem or new item problem.

e Sparsity On online store, a user has rated very few item or if a user is new to the
system he has not rated any item yet. At this point, the system has no information
about user So for the system, it is pretty difficult to determine his taste. Collabora-
tive filtering used this information find neighborhoods of users using their profiles.
If the system has less knowledge of the user, he/she could be related to the wrong

neighborhood. Sparsity is the problem of lack of information.

e Presence synonymy Synonymy means the same kind of items may have different

names. Most of RS treats these items separately so the performance of RS decreases.



e Shilling attacks There can be a case where people may give more rating for their
own product and give bad ratings for their opponent. RS should be able to protect

from this kind of anomaly.

1.4 Objective

Provide correct live recommendation on e-commerce site which makes all products on

hand, which active user wants to purchase.



Chapter 2

Literature Survey

2.1 Related Work

Tapestry was very first recommendation system invented by David Goldberg, David
Nichols, Brian M. Oki, and Douglas 7 rr in 1992 [3].This is mail filtering system which
uses recommendation system as a filter. It is based on collaborative filtering. The user
will read an electronic document and rated them (like or dislike). This data is used by
a recommendation system to predict rating of the new document for other users which
might be like by them. In this system, security is missing feature because integration of
private mail with public information need a strong security.

Ringo is personalized music recommendation system developed by Upendra Shardanand
and Pattie Maes in 1995 [1]. This recommendation system based on user-based collabora-
tive filtering technique for the recommendation. This system had issues when a number
of user increases and system need to narrow down domain for more efficiency.

Video recommendation system designed by Will Hill, Larry Stead, Mark Rosenstein
and George Furnas in 1995 [5]. This recommendation system used user based collabora-
tive filtering technique for the recommendation. RS finds most similar user to the active
user and then recommend videoes which were liked by the most similar user.

In 2001, Badrul Sarwar, George Karypis, Joseph Konstan, and John Riedl designed
recommendation system by using item-item collaborative filtering technique [6]. Their
results prove that item-item collaborative filtering algorithm performs better than user-
user collaborative filtering algorithm.

In 2003, Badrul Sarwar, George Karypis, Joseph Konstan, and John Riedl designed



recommendation system which is used by amazon [2]. This recommendation system by
using item-item collaborative filtering technique. This online recommendation system is
able to react quickly when user preferences change and make relative recommendations.
In future, this system can be extended recommendation for targeted marketing, online
and offline.

Infrequent Purchased Product Recommendation System designed by Noraswaliza Ab-
dullah, Yue Xu, Shlomo Geva, Jinghong Chen in 2010 [I]. This system used adaptive
collaborative filtering technique for recommendation [1]. User’s opinion or reviews are
collected to build product profile and user’s navigation data is used to build up the user
profile, these both profiles are used for predicting recommendations. This system uses a
round robin algorithm to select products for the recommendation from different product
groups generated by the expanded queries. To improve an efficiency of the system, there
is need of more advanced fusion techniques to select products from these groups.

Online Product Prediction and Recommendation using probability graphical model
and collaborative filtering were proposed by S. S. Thakur, J. K. Sing in 2011 [7]. This
paper presents an approach that used Bayesian belief networks (BBN) and the proba-
bilities of inter-dependent events [7]. Nearest-neighbor collaborative filtering provides a
meaningful recommendation for the active user. In future system needs to improve to
increase accuracy, a system needs improvement to deal with a very large database for the
real-time recommendation.

Product Recommendation Based on Search Keywords proposed by Jiawei Yao, Jiajun
Yao, Rui Yang, Zhenyu Chen in 2012 [3]. They propose a new approach for active users
based on the search keywords. To describe correlation between keywords and product’s
attributes are represented in a graph [3]. All these data will be utilized to predict recom-
mendation of an active user. In future to improve the performance of RS, consider more
attributes of the product to improve recommendations.

User Profile based Product Recommendation on Android Platform proposed by Nor
Aniza Noor Amran, Norliza Zaini, Mustaffa Samad in 2014 [9]. They used user based
collaborative filtering technique to predict preferences of an active user[9]. In this tech-
nique, system will consider user’s attribute like gender, religion and medical condition

9]

Recommendation systems Principles, methods, and evaluation proposed by F.O. Isinkaye,



Y.O. Folajimi, B.A. Ojokoh in 2015 [10]. This paper describes the different techniques
and pros/cons of different prediction techniques in RS [10].

In 2008 A. Felfernig, R. Burke proposed Constraint-based recommendation Systems
[11]. In some cases, RS failed to deliver recommendation [!1]. This situation can be
handled by constrained- based recommendation system where specific product properties
as well as the correlation between customer interest and products are considered in the
form of constraints and according to those constraints recommendations are given.

In 2016 Mehdi Elahi, Francesco Ricci, Neil Rubens performs a survey on active learn-
ing in collaborative filtering recommendation systems [12]. These works include a survey
of two different techniques personalization and hybridization. Where personalization is a
technique which recommends items to users according to their interest and hybridization
is the technique which uses active learning to recommend items to users according to
their interest by a single criterion or multiple criteria [12].

In 2016 Young-Duk Seo, Young-Gab Kim, Euijong Lee, Doo-Kwon Baik introduced
Personalized recommendation system based on friendship strength in social network ser-
vices. Personalized recommendation system based on collaborative filtering technique to
recommend topics or interest according to user’s taste. This paper introduces a proper
method to calculate closeness between users on social network service by considering the
various detail of user like the social circle, friendship strength and that closeness factor
used to recommend user with their interest or topic [13].

In 2017 Maryam Khanian Najafabadi, Mohd Naz’ri Mahrin, Suriayati Chuprat, Haslina
Md Sarkan proposed recommendation system to improve the accuracy of collaborative
filtering using clustering and association rules mining on implicit data. They develop a
system to eliminate the sparity problem of conventional CF technique. They use asso-
ciation rules mining to process massive data. Instead of counting total purchases made,
it captures the multiple purchases per transaction in association rules. To reduce data
size they use clustering as a dimensionality reduction technique. Then based on feature

similarity between every pair of items are computed in order to make the prediction [14].



Chapter 3

Recommendation process

3.1 Phases of recommendation process

E—

Information Retrieval
Phase

Learning Phase

Prediction Phase

I

Figure 3.1: Phases of recommendation process

e Information retrieval phase In this phase, a user profile is build up by collecting
user’s information. This information can be collected from user’s navigation, user’s
attribute, user’s purchasing activity, or user’s favorite item profile (Wish List). RS
works efficiently if and only if user profile builds strongly. This information can
be collected in two ways. Like explicit feedback, in which user have to provide
feedback (rating) explicitly or implicit feedback by inferring user preferences in-
directly through search history, previous purchases or from the wish list. Hybrid
feedback can also be useful by combining both explicit and implicit feedback and

also overcome issues of each other.



e Learning phase It applies a learning algorithm to predict recommendations by

using user’s profile or item profile collected in information retrieval phase.

e Prediction/recommendation phase System predict/recommend what kind of

items the user may like based on information collected in the previous phase.



Chapter 4

Recommendation Techniques

Recommender System

l i

Content-Based Filtering Collaborative Filtering Hybrid Filtering

I !

Model-Based Filtering Memory-Based Filtering

A 4 h h
Clustering Techniques
Association Techniques
Bayesian Network
Neural Network

User-Based Item-Based

Figure 4.1: Recommendation Techniques

4.1 Content- based Filtering technique

In content-based filtering attributes of items play a significant role for the recommenda-
tion. It is a domain-dependent algorithm [10]. Content -based filtering technique analyze
attributes of an item which were purchased or liked by the user in past and then select
items for the recommendation which are similar with user liking [15]. Items that are
mostly related to the positively rated items are recommended to the user [10]. Recom-

mendations are based on the content of items rather on other users opinion.

10



The system creates a user profile which contains the description of items that user
prefers. For example, the user previously liked three movies which are Titanic, Minority
Report, Avatar based on this information system will infer that user mostly like sci-fi

movie more than other so it will recommend Inception which is sci-fi kind of movie.

e Advantages of Content-based filtering technique are as follow
— There is no need for data of other users because it is based on attributes of an
item.
— There is no cold start problem or sparity problem.

— The system is able to recommend users with unique taste because it will not

consider what other users like. It will only focus on target user only.

The system is able to recommend new and unpopular items.

e Limitations of Content-based filtering technique are as follow

— The system is unable to use quality judgment from other users. For an exam-
ple, other users rated one product very badly but there are chances that this

product will be recommended to target user which is not so good.
— Finding appropriate attribute of an item is difficult.

— If user has rated or purchased more products than it is difficult to query on all
item. In such a case algorithm needs to use subset or summarized data which

will degrades recommendation quality.

4.2 Collaborative Filtering technique

Collaborative Filtering technique Collaborative technique finds a subgroup in which users
have similar interest and preferences to the active user and recommendation will be given
from this subgroup.

Collaborative Filtering systems collect user feedback. The user gives feedback in the
form of ratings for items. Then system finds similarities in rating among several users to
determine to recommend an item [15].

This technique builds a user-item matrix of preferences for items by users [10]. After

that, it will finds similarities between users profiles. Such users create a subgroup called

11



a neighborhood. A system will offer a recommendation of those items that were already
positively rated by users in his neighborhood [10]. As this technique used widely due to

its efficiency, simplicity, we will discuss in brief.

e Basic Assumption made in this technique are as follows

— A user with similar taste has common preferences.

— The system has enough data about preferences.

Categories of collaborative filtering
1. Memory-based technique or (neighbourhood-based)

2. Model-based technique

4.2.1 Memory-based technique or (neighbourhood-based)

Memory based collaborative filtering technique takes rating matrix as a input followed
by similarity calculation, neighborhood selection, rating prediction of item for active
user, ranking of most similar items and as a result of the entire process it provides top-
N recommendations to active user. The entire procedure of memory based technique

depicted in Fig 4.2.

User-ltem Rating
Matrix

l

Calculate Similarity

l

Neighbor Selection

l

Rating Prediction

l

Iltem Raking

l

Selection of Top-N
Item

Figure 4.2: Procedure of Memory based collaborative filtering technique
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Categories of Memory-based technique
1. User-based collaborative filtering
2. Ttem-based collaborative filtering

User-based collaborative filtering

Items
2 I m

1153 1] 2

2 2 1

Users 5

u |34 211

; 4

n 3|2

a |35 Y]

Figure 4.3: User-item matrix

This technique uses user-item rating matrix where each column represents item and
each row represents a user. In user-item matrix each entry r, ; represents a rating of user
u for item 7. An objective of the system is to predict the missing rating r,, for the active
user a. To find similar user, system calculates a similarity between users. The system
will compare ratings of other users with an active user on the same item. By averaging
the ratings of the item by users similar to the active user, missing rating can be predicted

for the item. The required algorithm and steps with description are given as below.

13



Algorithm 1 User based Algorithm
Data:User-Item Rating Matrix

Result: Top N most similar items

Initialization

for each item ¢ that active user a has no rating do
for each user u that has a rating for item 7 do

Calculate similarity W, , between active user a and u

Select top K users with highest similarity as neighbourhood

Calculate F,; by weighted average of deviations from the neighbor’s mean

Sort items in decreasing order of P, ;

return Top N most similar items

1. All users are assigned weight according to similarity with the active user. Here to
measure the similarity between the rating of two users, we used Pearson correlation

coefficient. Pearson correlation coefficient can be defined as below.

_ Dt (ravi - 77a) (Tu,i — fu)
W =
\/Ziez (r“vi - 7711)2 Ziel (Tu,i - ’Fu)2

Where W, ,, is a measure of similarity between the user v and the active user a, I

W, (4.1)

is the set of items rated by user u and active user a, 7, is the rating given to item

1 by user u, and 7, is the mean rating given by user w.

2. Top K users are selected who have the highest similarity with the active user. This

top K selected user make subgroup called a neighborhood.

3. From a weighted combination of the selected neighbors prediction of rating will be

computed [15].

Z’U,EIC (ru,i - fu) X Wa,u
ZUGK Wa"u

where P, ; is a prediction for the active user a for item ¢, W, , is similarity between

7Dai: e +

)

(4.2)

active user a and other users u who belongs to the same neighborhood K.

14



Rather than using Pearson correlation coefficient to measure similarity we can use

Cosine similarity coefficient which can be calculated using equation given below.

Wy = COS (Fa, Fu)
B ToTo
[17a]l2 % (7l |2 (4.3)

m
Zi:l T'a,iTu,i

NoYIRC YOy

When computing cosine similarity, one cannot have negative ratings, and unrated
Items are treated as having a rating of zero. In such a cases Pearson correlation generally

performs well [15].

e Complexity analysis of User-based collaborative filtering are as follow

Consider M is number of users and N is number of items. User-based CF technique
examines M number of user and N numberof ietms for each user therefore complexity

of user-based CF is O(MN)[2].

e Advantages of User-based collaborative filtering are as follow

— No knowledge about item features needed.

e Limitations of User-based collaborative filtering are as follow
— New user suffers from cold start problem because a new user has not sufficient
data to build user profile thus RS can’t recommend items efficiently.

— New item suffers from cold start problem because items with few rating cannot

be easily recommended.

— Similarity matrix can not be computed offline. Because every time system
needs to calculate active user’s neighborhood. This online computation are

very expensive in terms of time.

Item-based collaborative filtering

This technique uses user-item rating matrix. Instead of calculating a similarity between

users system will calculate a similarity between items. It builds a model of items that are

15



highly correlated. Then it selects the most similar items. In this approach similarities

are calculated offline using Pearson correlation [15].

i
B_RX

-1 n

! s
2 - R \‘\\
]
™ I
ltem-itern similarity is computed by
\ looking into co-rated terns only. In
case of tems 7and j the similarity s, is
u (R__R) computed by looking into them. Note:
each of these co-rated pairs are
_Ff,.-f”"f/ obtained from different users, in this
|1 example they come from users 1, u
— nd m-1
m-1 ®_RF | &ne
m R -

Figure 4.4: Item-based collaborative filtering

Algorithm 2 Item-based Algorithm
Data:User-Item Rating Matrix

Result: Top N most similar items

Initialization

for each item ¢ not rated by active user a do
for each item j rated by user a do

Calculate similarity W; ; between item 7 and j

Select top K item with highest similarity as neighbourhood
Calculate P, ; by weighted average of deviations from the neighbor’s mean
Sort items in decreasing order of P, ;

return Top N most similar items

o Zueu (Tuvi - fi) (Tu,j - j)
7] -
Vet (s =72 ety (rug = 75)°

where U is a set of all users who have rated both items i and j, r,; is rating of user

Wi (4.4)

u on item 7, 7; is the average rating of the ¢th item across users.

16



An objective of the system is to predict a rating of item ¢ for active user a. This can

be calculated by the following equation.

> jex Ta Wi
ZjeK |Wi,j

where K is subgroup of £ most similar items rated by an active user a.

Pa,i - (45)

e Complexity analysis of Item-based collaborative filtering are as follow

Consider M is number of users and N is number of items.After analyzing above

algorithm,in worst case it will take O(MN) of processing time [2].

e Advantages of Item-based collaborative filtering are as follow

— No knowledge about item features needed.

— Expensive similarity matrix can be calculated offine. Online function will be

only finding most similar item which will match active user’s preference

e Limitations of Item-based collaborative filtering are as follow

— New user suffers from cold start problem because a new user has not sufficient

data to build user profile thus RS can’t recommend items efficiently.

— New item suffers from cold start problem because items with few rating cannot

be easily recommended.

4.2.2 Model-based technique

In Model-based technique, feedback is collected from the user in form of ratings and use
it to build a model. Using any machine learning algorithm model can be built. This
model is build using extracting some information from the huge dataset, it can be of user
information or item information. Then this model is trained using any machine learning
algorithm and some common pattern can be captured from this huge dataset. Then from
that pattern system can quickly recommend a set of items to an active user. Examples of
these techniques include Regression, Clustering, Decision Tree, Artificial Neural network

and Bayesian Classifiers.

17



e Advantages of model-based collaborative filtering are as follow

— Clustering can be perform offline because model-based will just compare with

controlled number of cluster not with all user.

e Limitations of model-based collaborative filtering are as follow

— In clustering number of user group to gather to make a cluster or segment,
then match active user to a cluster, and then it will consider all user in clus-
ter as most similar user for providing recommendations.Because the similar
user that the cluster find are not the most similar user, which will degrades

recommendation quality.

— To improve recommendation quality by finding fine grained cluster, but then

online classification of user becomes more expensive.

4.3 Hybrid Filtering technique

Hybrid filtering technique improves an efficiency of RS because it uses both content-based

filtering technique and collaborative filtering technique.

Content Based
Input data Filtering
Input data Collaborative
Filtering

e Different approaches for implementation

— Individual implementation of content-based filtering and collaborative filtering

and then combining the result

— Implement some content-based filtering in collaborative approach

Implement some collaborative filtering in content-based approach

— Creating a unified RS that brings together both approaches

18



e Advantages of hybrid filtering are as follow

— By combining above two approaches limitations of pure RS can be overcome.

e Limitations of hybrid filtering are as follow

— It is very complex and combination of two algorithm and depending on weight
assign to algorithm result will be combine but it is difficult to decide how much
weight should be assign to both algorithm. A weight can be very from user to

user so weight need to calculated online which will take some more time.

— Determining correct features of item for recommendation is difficult task be-
cause of this limitation of content based filtering, quality of recommendation

will degrades.
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Chapter 5

Tools and Technology

5.1 Introduction of Apache Mahout

Apache Mahout is a developed by Apache Software Foundation. It used to imple-
ments various algorithms of collaborative filtering likes User-Based Collaborative Fil-
tering, Item-Based Collaborative Filtering. It also used to implement Classification al-
gorithms, Clustering algorithms and Dimentionality reduction algorithms. We have used

java dependency of apache-core 0.8.
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Figure 5.1: Architecture of Apache Mahout Recommender Engine

A Mahout-based collaborative filtering engine takes users’ preferences for items (7 tastes” )

and returns estimated preferences for other items.
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Top-level packages define the Mahout interfaces to these key abstractions:

Data Model

User Similarity

Item Similarity

User Neighbourhood

Recommender
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Chapter 6

Experimental evaluation and results

6.1 Dataset

We have use latest dataset of Shopify. Which contain 1,00,000 ratings for 27,000 movies
by 700 users.

6.2 Accuracy metrics

There are multiple ways to measure accuracy of prediction algorithm. MAE is used
to measure how close predicted values to the actual value. MAE is defined as average

difference between predicted rating p; and actual rating a;. The MAE is give by

1n
PR (6.1)

For better and accurate recommendations MAE should be as lower as possible. To
calculate MAE, we have consider 80% data as a training data and remaining 20% data as
testing data. MAE has been computed for item-based filtering technique and user-based

filtering technique for different numbers of user in system.
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Figure 6.2: Similarity Matrix

Figure 6.2 This similarity matrix of user ID 114 calculated using pearson correlation

similarity.
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Figure 6.3: Recommended items to active user

Figure 6.4 shows top 3 recommended items which has highest rating (5 star).
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Figure 6.4: Live recommendation on e-commerce store
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Figure 6.6: Comparison between user based and item based in terms of MAE and Number
of user

Figure 6.6 is shows difference between user based and item based in terms of scalability.
This results shows that after some point when number of user increases value of MAE
also increases for user based where as in item based filtering technique when number of
user increases MAE decreases. An item based filtering technique perform better than

user based filtering technique in terms of scalability.
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Chapter 7

Conclusion

There are so many RS have been introduced, that are based on content-based filter-
ing, collaborative filtering and hybrid recommendation technique. Collaborative filtering
technique is most popular recommendation techniques as it focused on user’s interest in-
stead of considering other factors. Quantitative analysis of both user-based filtering and
item-based filtering shows that when number of user increases, performance of user-based

filtering degrades and item-based filtering performs better than user based.
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Chapter 8

Future work

To solve the scalability problem of user based filtering technique and to improve recom-
mendation quality, system should use hydrid model. In hybrid model we can combine
both user based filtering and content based filtering. So by applying content based after
user based we can make constrain on attributes of item. Which provides better perfor-

mance and reduce error rate when number of user increases.
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