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Abstract

In cloud computing, there are large number of resources which are used like data

centres, servers, CPUs, VMs, personal mobile devices and many more. It is difficult

to manage these resources, for that resource management is used, so that proper use

of resources is made.In this resource management, energy is one of the key parameters

which is to be resolved. Resources in the cloud are using a large amount of energy and

sometimes energy is wasted so these resources are needed to make energy efficient. Energy

efficient resource management techniques help in cost reduction and improving the life

of data centers. This paper discusses energy management techniques used in cloud and

proposes particle swarm optimization (PSO) based VM allocation model to reduce energy

consumption on hosts.
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Chapter 1

Introduction

1.1 Introduction to cloud

Cloud computing is a model which enables convenient, ubiquitous, on-demand network

access to a shared pool of various resources like networks, applications, storage, servers,

etc which rapidly increases the CSP and user interaction. Cloud computing is one of the

most immersing technologies now a days. It is very helpful to users for migration and

computing the data without having an impact on performance of system.

It is a method of using a network of remote servers hosted on the Internet to store,

manage, and process data, rather than a local server or a personal computer.

1.2 Components of cloud

Cloud has mainly these components:

• Fat client, Thin client and a mobile device are a part of Front end platform.

• Servers,storage and network are a part of back end platform.

Data Centres consist of these components:

• Computing equipments including network, storage and server components.

• Uninterrupted power supply components including PDUs, switch gears and gener-

ators.

• CRACs which is a cooling system.

• HVAC, pumps,chillers, direct expansion air handler units and cooling towers.
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Figure 1.1: Components of cloud

• Secondary components like KVM Switches and laptops. [3]

1.3 Benefits of cloud computing

There are various benefits of cloud computing which are mentioned as follows:

• Scalability: It is defined as system’s or product’s capability for its proper func-

tioning even if the workload is increased on it. The cloud gives the same efficiency

even if the workload volume or size is increased.

• Quality of Service: QoS is defined as, a service which is provided to the users

should be of a quality. In cloud, high QoS is maintained as the service provided to

the users is fast and efficient.

• Cost: Cost is an important factor in every area now a days. Cloud delivers the

services to the users at a very low rate. So, users are switching to use cloud in a

large amount.

• Energy Consumption: Energy is one of the main benefits in cloud because, the

services which are provided to the users in cloud is energy efficient. The back end
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infrastructure of cloud does include machines like servers and data centers which

use a large amount of energy but there are already measures taken for a lesser

energy consumption by them, so it makes cloud energy efficient.

• Simpler user interface: The GUI which is provided by cloud is easy to use and

simple to understand. Any one can use services of cloud in a very convenient and

an easy way.

• Storage: Biggest advantage of cloud is that it provides a large amount of storage

to CSPs. They can store a large amount of data on their cloud, from where their

users can access the data.

• Globally used: Cloud can be accessed from anywhere, anytime. A user using the

services of cloud can access it any time whenever he wants. For example, AWS

(Amazon Web Service).

• Speed: Cloud works at a high speed as it can store a large amount of data. The

services which are also provided to the users are at a faster rate.

• Performance: Cloud usage gives the highest performance rather than the physical

systems which are existing. We can define performance in various terms like storage,

working and many more. Cloud services are not disappointing, neither to CSPs nor

its users.

• Reliability:Cloud services are highly reliable. We can store our data securely on

cloud.

1.4 Applications of cloud computing

Various uses of cloud computing are as follows:

• Development of various applications

• Creating various services for users

• Storage of various kinds of data

• Recovery of data is also possible

3



• Hosting various sites

• Video and audio streaming

• Software delivery on demand and many more..

1.5 Motivation of project

Efficient energy management is the main aspect for the project. There are various issues

related to energy like low utilization of resources, peak load is high, large heat dissipation,

decreased life time, large error occurrences, high electricity cost, large power is required

for cooling system, large emission of gases which causes global warming and many more.

Energy management is useful for solving these various energy problems. Energy manage-

ment techniques and optimization techniques should be applied to various components

which helps in reducing energy consumption. In such a way, energy efficiency of cloud

will be increased.
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Chapter 2

Literature Survey

2.1 Literature Survey

In this literature review, firstly cloud computing and energy management in cloud is stud-

ied. Survey papers of various energy management techniques have been studied. Later

on resource management is studied. [4] Main concept is to make resource management

energy efficient.Handling or Management of resources is a bit difficult and it consumes

a large amount of energy, so energy efficient resource management is needed. In these

survey papers, they have discussed about energy efficient resource management[5] [6].

Energy issues are reviewed, so that it is easy to analyze the solution of problem for a

proper energy efficient resource management. [1] Various techniques for energy efficient

resource management have been studied. Technique selection depends on the application

and various other parameters[5] [6]. These techniques are further used on the basis of

some metrics and parameters which are discussed in the next section. [4] With the help

of parameters we can easily calculate energy consumed. These metrics are also useful in

deciding which technique is to be used. [7]
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Sr.

No.

Paper Energy

man-

agement

technique

Used

Parameters

Considered

Goal Tool used

1 Tom Gurout et.

al. [8]

DVFS Sampling rate,

Threshold value

To give an

overview about

simulators and

to do energy

consumption.

CloudSim

2 Fawaz Al-

Hazemi [9]

DVFS CPU Usage To minimize

power con-

sumption, in IT

serivce manage-

ment

Tomcat

webserver

on CentOS

3

Selome

Kostentinos et.

al. [10]

DVFS CPU fre-

quency,Avg.

arrival time,

Avg. response

time

For a dynamic

resource man-

agement and

energy manage-

ment system

C++,

Python

4 Thiago Kenji et.

al. [11]

VM Con-

solidation

No.of hosts, No.

of VMs

To allocate less

VMs and that

leads to lessen

energy consump-

tion

CloudSim

5 Dongyan Deng

et. al. [12]

VM Con-

solidation

Avg. Utiliza-

tion, Overloaded

Host, No. of av-

erage hosts

For decreasing

energy con-

sumption and

decreasing SLA

violation

CloudSim
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6 Priyanka Gupta

et. al. [13]

Fuzzy

MapRe-

duce

Fuzzy member-

ship function,

processors, ag-

gregate time,

execution time,

No. of jobs,

Makespan

To improve

energy aware

multicore com-

puting

MATLAB

7 Thomas Wirtz

et. al. [14]

MapReduce Workload Size,

No. of work-

loads, Block

Size which de-

termines map

reduce tasks

To analyze

energy, deter-

mine energy

requests of

MapReduce jobs

and a proper

performance.

Hadoop

8 Seyed et. al. [15] VM Allo-

cation

Minimum Util-

isation, Avg.

Utilisation,

Failure rate,

Runtime

To allocate re-

sources among

competing jobs.

CloudSim

9 Eugen Feller et.

al. [16]

VM Place-

ment

Threshold

Value, No. of

cycles, probabil-

ity, two constant

parameters

To make an en-

ergy aware IaaS

and for dynamic

workload place-

ment

CloudSim

10
Fahimeh Farahna

kian et. al. [17]
VM Con-

solidation

CPU Capac-

ity, Threshold

Value, No. of

VMs, No. of

Hosts

To consume

energy by doing

dynamic VM

Consolidation

and maintaining

QoS perfor-

mance

CloudSim

7



11 P. Aruna et. al.

[18]

PSO No. of VMs,

available hosts,

MIPS, CPU

Utilisation

To develop a

power aware

PSO for VM

provisioning in

Cloud

CloudSim

12 Li-Der Chou et.

al. [19]

PSO, VM

Allocation
No. of VMs, No.

of data centers,

simulated time,

No. of particles,

No. of itera-

tions, Threshold

Value

To develop a

resource alloca-

tion mechanism,

reducing power

consumption

and managing

costs

CloudSim

13
Mohammad Alaul

et. al. [20]
VM Con-

solidation

No. of VMs,

CPU Usage,

Threshold Value

To do VM mi-

gration along

with energy

management

CloudSim

14 Dabiah Ahmed

et. al. [21]

VM Con-

solidation

MIPS, Thresh-

old Value, No.

of VMs, Storage,

RAM

To do energy

management

and QoS param-

eter consolida-

tion

CloudSim

15 Allen D. et. al.

[22]

VM Con-

solidation

CPU Usage,

Threshold value,

No. of VMs, No.

of Hosts

To multipass

VM placement

and for less

violation and

less energy

consumption

CloudSim

Table 2.1: Literature Review of the existing methods
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Chapter 3

Energy efficient resource

management

3.1 Energy management in cloud

• Along with the reliability of cloud computing services,energy consumption by the

underlying complex infrastructure providing cloud services is also a big concern for

cloud service providers.

• As increasing the reliability of cloud services makes it profitable by attracting more

users or clients, decrease in the energy consumption will make it even more prof-

itable by reducing the operational expenses of underlying infrastructure in terms of

electricity bills.

• Besides the construction of data centers by adding temperature monitoring equip-

ment,optimized air vent-tiles, putting plates to block cold air passing through the

racks,designing of optimized software systems is important for the proper utilisation

of resources of cloud infrastructure to increase the energy efficiency. [23]

• The energy consumption is dependent on the resource management system as well

as the physical resources and applications deployed on the system. This interaction

of various levels of computing systems and energy consumption is shown in Figure

1. [24]
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Figure 3.1: Energy management in cloud [1]

3.2 Problems of energy inefficiency in cloud

Main problems of energy inefficiency are:

• Low average utilisation of the resources.

• High peak load and large fault tolerance.

• Large heat dissipation.

• Decreased lifetime and high error proneness.

• Large power for cooling system.

• High Electricity cost.

• Minimization of the peak power which is required for complete system.

• Large emission of carbon dioxide gases resulting in global warming. [1]

3.3 Resource Management:

• RM is a process which deals with the resources working or involved in the system.

Virtualization techniques are utilised for on-demand and flexible resource provision-

ing.

• For doing this, for every task which is received, a new VM is created or the task is

kept on the existing VM. After the task is done, all resources become a part of the

resource pool.

• Resource Management does the allocation of system resources like VMs, network

components, CPU, storage, memory and other devices. [4]

10



Figure 3.2: Energy efficient resource management techniques

3.4 Energy efficient resource management

• By efficient resource management, handling requests is easy, handling of any service

within the QoS constraints will increase the level of resource utilisation.

• Improved resource utilisation helps in decreasing energy demand.So, resource util-

isation and energy consumed are closely related.

• The resources when they are over utilised or under utilised demand more energy.

So, proper utilisation of resources improves energy efficiency.

• When the resources are under utilised, the resources are not being used, they are

just idle so unnecessarily energy is wasted.

• Over utilisation is excess use of resource which increases the energy use and also

makes the system inefficient. [5] [6]

3.5 Techniques for energy efficient resource manage-

ment

There are various energy efficient resource management techniques which are divided in

two types:

• Server level techniques

• Virtualized level techniques

Virtualized level techniques are further classified into:

11



• OS level techniques

• System level techniques. [6]

3.5.1 Server level techniques

Main technique under this part is:

DVFS (Dynamic Voltage Frequency Scaling)

• It is a technique which is used for both memory and CPU and it improves the power

consumption of both elements.

• It helps in enabling the dynamic power management and it is done by varying the

voltage and frequencies of the processor and memory.

• Using this technique, CPU frequency can be changed according to the workload.

• This technique can be implemented on CPU and memory both.

3.5.2 Virtualized level techniques

• Virtualization is a technique in which the efficiency of hardware utilisation is im-

proved by migration, resource sharing and consolidation of workloads.

• Virtualization is the creation of a virtual or a a passive form of something, such as

a storage device or server or a desktop or any operating system.

• It is a technique where a single instance of multiple resource is created.

OS level techniques

On OS level, there is a so called container which shares the same kernel with the host and

is defined as light weight virtual environment that provides a layer of isolation between

workloads without the overhead of hypervisor based virtualization.

Energy management techniques applied for OS level virtualization are:

• Container placement

• Service Consolidation

12



System level techniques

Previously, a specific environment was simulated which considers memory, processor and

I/O device. After that, idea was encouraged by developing efficient simulators for pro-

viding copies of a server on itself. These simulated environments(copies) are known as

VMs and the simulator is VMM also known as hypervisor. Such method is said to be as

system level virtualization.

There are various system level techniques for energy efficiency which are:

• VM Consolidation

• Resources Overbooking

• VM Placement

• VM Sizing

• DVFS

• Resource Throttling

VM Consolidation

This technique does consolidation which is an effective way to minimize energy consump-

tion of cloud data centres. In this techniques, VMs are to be migrated when the host

is overloaded. Migration should be done at a perfect time so that quality of service is

maintained. Once a VM is migrated, on which other VM it should be migrated, that

should be taken in consideration. Later, the workload is migrated to the under utilised

hosts so that proper resources are maintained and utilised. It refers to when data storage

or server resources are shared among multiple uses and accessed by multiple applications.

It makes efficient use of resources and prevent servers and storage from being utilised.

Resources Overbooking

It is an admission control technique which improves utilisation of resources in cloud data

centres. In this, users should estimate what size of VM they need and accordingly they

should select so that resource shortage is avoided. Using this technique, users decide the

resources on their own which they want to use. Overbooking strategies depends on the

load balancing techniques so that proper resource utilisation is done and performance is

13



improved and SLAs are not violated. When the data centres are highly overloaded than

these techniques are not preferred.

VM Placement

Among various resource management techniques, initial placement of VMs plays an im-

portant role in improving the overall performance of the data centres and consumption

of the energy by various resources. With the help of VM placement, system overhead is

improved by reducing the required number of migrations. VM placement also helps in

managing geographical infrastructure to achieve scalability and which also provide cloud

cluster and node selection mechanisms to improve energy efficiency. VM placement is

done in two ways which are:

• Centralized

• Hierarchical

Centralized VM placement algorithm was proposed for reducing power consumption.

There is an information system which has all the updated information of cloud, host

utilisation which helps in resource optimisation and central decision making.

When there is a multi-site data centre, hierarchical approach is used. In this approach

there are two layers. The upper layer manages the VM requests and lower layer places

VM to hosts in each site.

VM Sizing

There are two approaches in this technique which are:

1. Static VM Sizing

2. Dynamic VM Sizing

In Static VM sizing, there are two approaches, in first approach, VMs are assigned

according to the fixed sizes of their hosts and consolidated to less number of servers

without the change of configuration. In second approach, according to the workload,

configuration is managed.

In Dynamic sizing, VM’s configuration is adjusted to its workload in run time.

DVFS

In this approach, energy efficient VM scheduling is done on the DVFS enabled compute

clusters. Using this method, jobs will be assigned to the predefined VMs, and VMs shut

14



down when the jobs are finished. The scheduling approach is operated considering two

approaches:

• This algorithm optimizes the processor power dissipating by running CPU at lower

frequencies.

• VMs are scheduled on CPUs with low voltage. Lastly, it can change the voltage

and frequency of CPU or host according to the load.

Resource Throttling

Resource Throttling means resource controlling. When a user is using large number of

resources from any of services of cloud like IaaS, PaaS, SaaS then you can control/throttle

the behavior of a user. Resources should be scaled accordingly. It should be according

to the demand o resources, workload, etc. User can also be charged so that a user uses

proper amount of resources and resources are not wasted. In cloud, network bandwidth,

CPU usage, storage, I/O operation and more resources can be throttled. [5]

3.6 PSO: An optimization technique used for Energy

Management

3.6.1 Basic PSO

• Inspired by social behavior and movement of insects, birds, etc.

• It is a method where mathematical formula is applied over velocity and position of

the particle.

• Local best position helps in depicting the movement of particle.

• This helps in finding the next position and for updating position of the particle.

• In PSO, the particles are having fitness values which are calculated through fitness

function.

PSO Algorithm:

• Initialisation:

– Set constants kmax, c1, c2.
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– Randomly initialise particles position and velocity.

• Optimisation:

– First step: Evaluate function values f i
k using design space coordinates xi

k.

– Second step: If f i
k <= f i

best then,f i
best = f i

k , pik = xi
k

– Third Step: If f i
k <= f g

best then,f g
best = f i

k , pgk = xi
k

– Forth Step: If terminating condition is satisfied, go to Third Step

– Fifth Step: Update particle velocities by the following formula:

vik+1 = vik + c1r1(p
i
k − xi

k) + c2r2(p
g
k − xi

k) (3.1)

– Sixth Step: Update particle position by the following formula:

xi
k+1 = xi

k + vik+1 (3.2)

– Seventh Step: Increment k.

– Go to First step.

• Terminate [25]

where,

xi
k - Particle Position

vik - Particle Velocity

pik - Best ”remembered” individual particle position.

pgk - Best global value.

c1, c2 - Cognitive and social parameters.

r1, r2 - Random numbers between 0 and 1.

3.6.2 Energy aware PSO

In this section, PSO is explained in terms of this project in cloud. Energy aware PSO

helps in maintaining energy of cloud. It is also helpful in VM allocation. With the help

of this, VMs are allocated on hosts. PSO is a technique which does a best global search,

here in this environment, it helps us to find the best energy value of host.

Terminology of PSO:

16



• Particle: Particle in PSO is referred to as a bird which is in search of food. Every

particle in PSO is referred by its position and velocity. There is a best local value

and best global value of particle. In this project, a host is considered as a particle.

• Position of Particle: This describes the particle’s current state. In this project,

it will determine Boolean values either 0 or 1. This describes, whether a VM will

be allocated to a host or not.

• Velocity of particle: Calculation is done on basis of dependency of position

of particle. In this project, term energy is considered instead of velocity, which

represents the energy of the particle i.e the host.

• Total size of population: This indicates total population size of particles. In

this project, it describes total number of hosts.

• Best Local values: This represents the particle’s best value. In this project, best

local value is the best value of a single host among all the iterations.

• Best Global value: This represents the best value of any particle among all the

particles. Here, it represent the best value of a host among all the other hosts.
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Chapter 4

Proposed Architecture

4.1 Proposed Architecture:

• In this architecture, there are VM requests coming from the user and those requests

are handled by VM Request Handler.

• These requests are allocated to hosts by this request handler and it is a random

allocation.

• There is an another module which monitors the energy of every host. This mod-

ule also helps in detecting the overutilised host. Detection of overutilised host is

mentioned in section 5.2.

• Optimisation of energy is done by PSO method and after that gain VMs are allo-

cated to the hosts as per the energy constraints.
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Figure 4.1: Proposed Architecture

4.2 Overloaded host detection

There are VMs allocated to the hosts. Large number of requests are constantly coming

on VMs. If there are large number of VMs on any host, that can create energy problem.

High energy consumption is done by that particular host. So to prevent that energy

management technique VM Consolidation is applied. While applying such technique,

overloaded host is to be detected. Once overloaded host is detected the VM migration

is done on the host where there are less number of VMs or requests. This can prevent

high energy consumption and the idle hosts which are constantly consuming energy will

consume energy in a better manner. There are various techniques which helps in detecting

overutilised host which are mentioned below.
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4.2.1 IQR method

IQR(Inter Quartile Range) method:

• Sort data set in increasing order.

• Find median for this ordered set i.e Q2

• Divide this data set into two parts.

• Median is to be found out of these parts and they are represented as Q1 and Q3

• Find the inter quartile range by the formula:

IQR = Q3 −Q1 (4.1)

Data set- Host Utilisation History

Q1 - Least power utilised

Q3 - Highest power utilised [26]

4.2.2 MAD method

MAD(Median Absolute Deviation) method:

• MAD is defined as the median of the absolute deviations from the datas median.

• It is calculated by the following formula:

MAD = median(|Yi −median(Yi)|) (4.2)

Yi - It is the host utilisation set. [26]

4.2.3 LR method

LR(Local Regression) method:

• It is based on Loess method.

• It is calculated on the basis of Tricube weight function.
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• Tricube function is represented as follows:

T (u) = (1− u3)3 (4.3)

• This is a weighted function which is represented further as:

wi(x) = T

(
∆i(xk)

∆1(xk)

)
(4.4)

wi(x) =

(
1−

(
xk − xi

xk − x1

)3
)3

(4.5)

where,

xk- It is the last host utilisation.

xi - Current host utilisation.

x1 - First host utilisation. [26]

4.3 Graphs

• In this section, comparison between these methods is shown.

• Graph represents the execution time by various number of VMs.

• Here VMs are varied and the number of hosts remains the same i.e 50.

• Execution time is compared when these methods are used.

• Least execution time is there when LRMc method is used for overloaded host de-

tection

• So LRMc technique is used for overloaded host detection.

• Graph is represented according to the data mentioned in Fig. 5.2
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Figure 4.2: Comparison between IQRMc, MADMc, LRMc
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Chapter 5

Proposed Algorithm

5.1 Energy aware VM Allocation using PSO

• For VM Allocation, VM Migration is to be done.

• Overloaded host is to be detected for doing VM migration.

• Overloaded host detection is done by Local Regression method.

• Once overloaded host is detected, VMs are to be migrated and those VMs are to

be allocated on other hosts.

• VM allocation is to be done by PSO Algorithm.
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5.2 Flowchart of the proposed algorithm

This Figure depicts the flow of algorithm.

Figure 5.1: Flowchart of the proposed algorithm
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5.3 Proposed Algorithm

• This algorithm optimises the energy of the overloaded hosts.

• In overloaded host detection algorithm, it is checked that whether the host is over-

loaded or not.

• If the host is not overloaded, VMs are allocated on the hosts.

• VM allocation on hosts is subjected to constraints:

xij = {1whereNo.ofrequests > No.ofallocationsonVMs}xij = {0otherwise}

(5.1)

• Once VM allocation is done, power is calculated of every host and overloaded host.

• The power of every host is stored in a list which helps in calculation of fitness

function.

• Once position and energy of VM on host is obtained, PSO is applied to them.

• From all these values pbest and gbest are calculated.

• pbest is the best value of energy of a single host in comparison to other VMs while

gbest is the best value of energy of hosts in comparison to all the other hosts,

• This is done till the total number of hosts.

• At last, we get the VM allocation with the least energy consumption.
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Algorithm 1 Overloaded Host Detection

Input:Number of Hosts,Number of VMs
Step 1:Find the overload Host

if (host<= 1− u3)3 then
VMs allocate to that host

else
The host is overloaded host

end if
Step 2:Calculate power of host using:

Phost = P1 + (
P2 − P1

10
) ∗ (utilisation2 − utilisation1)

Step 3:The power of all the hosts are stored in a List
Step 4:Exit

Algorithm 2 Energy aware PSO

Step 1: get xij, vij, these values are obtained from Overloaded Host Detection
Step 2: fetch Phost

Step 3: Calculate Pj using the following fitness function:

Pj = (Poverloadedhost − Pidle) ∗ CPUutilisation + Pi

Step 4:Select pbest and gbest
Step 5:Repeat {It is to be repeated upto n number of hosts}
Step 6:Updation of xij,vij using equations (1) and (2)
Step 7:Repeat Step 3
Step 8:Update values of pbest and gbest.
Step 9:exit {Stopping condition is till the total number of hosts}
Output: Power on host having the lowest energy consumption.
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Chapter 6

Simulator used for calculating

energy efficiency

6.1 CloudSim

• CloudSim is a generalized and extensible simulation framework which helps in mod-

elling and simulation of application performance.

• Developers can do changes according to their requirements and they do not have

to get worried about services and infrastructures of cloud.

• CloudSim helps in providing system and behavioural modelling of components of

cloud. It helps in investigating dynamic, scalable and distributed environments.

• CloudSim is used for developing a large data center with any number of VMs(Virtual

Machines), any type of broker policy and every customisation is done according to

the developer’s requirement.

• One interesting feature of this framework is a federated policy where multiple ex-

ternal and internal clouds are mixed up so that business needs are satisfied.[2]

Advantages of CloudSim:

• Defining Configurations are easy and flexible.

• It is easy to use and customise.

• Cost benefits are high.
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Figure 6.1: CloudSim Architecture [2]

CloudSim architecture:

• Fig. 4.1 represents the architecture of CloudSim.

• In this architecture, there are 4 layers.

• The lowest layer represents the resources provided by the cloud like data centres

and hosts.

• Then comes the third layer which represents the services provided by the cloud like

VM provisioning, VM allocation, Power Management, CPU allocation and many

more.

• Second layer represents VM services like VM management and cloudlets execution.

• First layer represents the services provided to the user like user interface to execute

their tasks.
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Chapter 7

Implementation

7.0.1 Simulation Parameters

Simulation parameters used in this project are as mentioned below:

• Number of VMs:10

• Number of Hosts:10

• Iterations:100(Implemeted at a range of 10)

• VM specifications:

– VM MIPS: 2500

– VM Bandwidth:100 Mbps

– VM Size:2.5 GB

• Host specifications:

– Host MIPS:2660

– Host Bandwidth:1 Gbps

– Host Storage:10 GB
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7.0.2 Results

Figure 7.1: Initial allocation of VMs on hosts

Fig 7.1 depicts the initial allocation of VMs on hosts. In this figure, broker is trying

to create VMs on hosts. In later part of the figure,VMs are allocated on hosts. This is a

one to one allocation. Last VM is allocated to the overutilised host, which is mentioned

in the next figure 7.2.
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Figure 7.2: Detection of over utilized hosts

Fig. 7.2 depicts the output of over utilized host. According to the algorithm 1, we

detect the over utilized host. In algorithm 1, we are detecting over utilized host on the

basis of local regression method. This method is implemented in cloudsim, which helps

in detection of over utilized host.
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Figure 7.3: Energy on all hosts initially

Fig. 7.3 depicts the energy on all the hosts. Energy of all the hosts is calculated

in Algorithm 1(Overloaded Host Detection). These values of energy helps in calculating

energy of hosts in various other iterations. These values of energy are in Watt per

hour(Wh).

32



Figure 7.4: Energy on all VMs

Fig. 7.4 depicts the energy on all the VMs. Energy on all the VMs is calculated

in cloudsim. These values of energy are in Watt per hour(Wh). These values are same

throughout all the iterations.
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Figure 7.5: Energy on host after Iteration-1

Fig. 7.5 depicts the energy on all hosts after iteration 1. These values of energy is

calculated with the help of formula mentioned in Algorithm 2(Energy aware PSO).
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Figure 7.6: Energy on host after Iteration-2

Fig. 7.6 depicts the energy on all hosts after iteration 2.

Figure 7.7: Energy on host after Iteration-10

Fig. 7.7 depicts the energy on all hosts after iteration 10.
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Figure 7.8: Host with the best energy consumption

Fig. 7.8 depicts the best values(Pbest) of all the hosts. These values are obtained by

using PSO. These values are best local values of all hosts. From these best local values,

we get a single best value, i.e Global best value. This value represent the host which is

having the least energy.
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Figure 7.9: Final allocation

Fig. 7.9 depicts the final allocation of VMs on the hosts. This allocation is done on

the basis of comparision of energy of VMs and hosts.
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7.0.3 Graphs

Figure 7.10: Graph representing the best host after 10 iterations

Fig. 7.10 depicts the graph which is representing best local values of energy of each

host after 10 iterations. The host 4 is having the least energy consumption, so that is

the best global value of energy.
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Figure 7.11: Best global values after 100 iterations(Range-10)

Fig. 7.11 depicts the best global values of hosts after various iterations. These itera-

tions have been implemented in cloudsim after range of 10 iterations. As the iterations

increase, we get better values of energy.
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Figure 7.12: Comparision of various algorithms

Fig. 7.12 depicts the comparison of various algorithms in terms of energy. These

algorithms DVFS,IQRMc, Non power aware are implemented in cloudsim and compared

with energy aware PSO. The results show that by using energy aware PSO, least energy

is consumed by hosts.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

From graph, Fig. 7.12, it is concluded that least energy consumption is done by energy

aware PSO algorithm. In this project, overloaded hosts are detected and least energy

consumption on hosts is calculated. Overloaded hosts are detected by Local Regression

method. Using these algorithms and techniques, finally VMs are allocated to the hosts

on the basis of energy. This project is implemented in cloudsim for proper optimisation

of energy.

8.2 Future Work

In future, VM migration is to be done on hosts. If proper migration is carried out

alongwith allocation, then energy can be consumed properly by the hosts as well as VMs.

42



Bibliography

[1] A. Beloglazov, R. Buyya, Y. C. Lee, A. Zomaya, et al., “A taxonomy and survey of

energy-efficient data centers and cloud computing systems,” Advances in computers,

vol. 82, no. 2, pp. 47–111, 2011.

[2] S. Atiewi and S. Yussof, “Comparison between cloud sim and green cloud in mea-

suring energy consumption in a cloud environment,” in Advanced Computer Sci-

ence Applications and Technologies (ACSAT), 2014 3rd International Conference

on, pp. 9–14, IEEE, 2014.

[3] M. Zakarya and L. Gillam, “Energy efficient computing, clusters, grids and clouds:

A taxonomy and survey,” Sustainable Computing: Informatics and Systems, vol. 14,

pp. 13–33, 2017.

[4] S. Mustafa, B. Nazir, A. Hayat, S. A. Madani, et al., “Resource management in

cloud computing: Taxonomy, prospects, and challenges,” Computers & Electrical

Engineering, vol. 47, pp. 186–203, 2015.

[5] T. Kaur and I. Chana, “Energy efficiency techniques in cloud computing: A survey

and taxonomy,” ACM Computing Surveys (CSUR), vol. 48, no. 2, p. 22, 2015.

[6] S. F. Piraghaj, A. V. Dastjerdi, R. N. Calheiros, and R. Buyya, “A survey and

taxonomy of energy efficient resource management techniques in platform as a service

cloud,” Handbook of Research on End-to-end Cloud Computing Architecture Design,

pp. 410–454, 2017.

[7] A. T. Makaratzis, K. M. Giannoutakis, and D. Tzovaras, “Energy modeling in cloud

simulation frameworks,” Future Generation Computer Systems, 2017.

43



[8] T. Guérout, T. Monteil, G. Da Costa, R. N. Calheiros, R. Buyya, and M. Alexandru,

“Energy-aware simulation with dvfs,” Simulation Modelling Practice and Theory,

vol. 39, pp. 76–91, 2013.

[9] F. Al-Hazemi, “A polymorphic green service approach for data center energy con-

sumption management,” in Green Computing and Communications (GreenCom),

2013 IEEE and Internet of Things (iThings/CPSCom), IEEE International Con-

ference on and IEEE Cyber, Physical and Social Computing, pp. 110–117, IEEE,

2013.

[10] S. K. Tesfatsion, L. Tomás, and J. Tordsson, “Optibook: Optimal resource booking

for energy-efficient datacenters,” in Quality of Service (IWQoS), 2017 IEEE/ACM

25th International Symposium on, pp. 1–10, IEEE, 2017.

[11] T. K. Okada, A. D. L. F. Vigliotti, D. M. Batista, and A. G. vel Lejbman, “Con-

solidation of vms to improve energy efficiency in cloud computing environments,”

in Computer Networks and Distributed Systems (SBRC), 2015 XXXIII Brazilian

Symposium on, pp. 150–158, IEEE, 2015.

[12] D. Deng, K. He, and Y. Chen, “Dynamic virtual machine consolidation for improving

energy efficiency in cloud data centers,” in Cloud Computing and Intelligence Systems

(CCIS), 2016 4th International Conference on, pp. 366–370, IEEE, 2016.

[13] P. Gupta and K. Kaur, “Fuzzy based map reduce technique for energy efficiency

in multi core cloud computing,” in Next Generation Intelligent Systems (ICNGIS),

International Conference on, pp. 1–6, IEEE, 2016.

[14] T. Wirtz, R. Ge, Z. Zong, and Z. Chen, “Power and energy characteristics of mapre-

duce data movements,” in Green Computing Conference (IGCC), 2013 International,

pp. 1–7, IEEE, 2013.

[15] S. M. Nabavinejad and M. Goudarzi, “Energy efficiency in cloud-based mapreduce

applications through better performance estimation,” in Proceedings of the 2016

Conference on Design, Automation & Test in Europe, pp. 1339–1344, EDA Consor-

tium, 2016.

44



[16] E. Feller, L. Rilling, and C. Morin, “Energy-aware ant colony based workload place-

ment in clouds,” in Proceedings of the 2011 IEEE/ACM 12th International Confer-

ence on Grid Computing, pp. 26–33, IEEE Computer Society, 2011.

[17] F. Farahnakian, A. Ashraf, T. Pahikkala, P. Liljeberg, J. Plosila, I. Porres, and

H. Tenhunen, “Using ant colony system to consolidate vms for green cloud comput-

ing,” IEEE Transactions on Services Computing, vol. 8, no. 2, pp. 187–198, 2015.

[18] P. Aruna and S. Vasantha, “A particle swarm optimization algorithm for power-

aware virtual machine allocation,” in Computing, Communication and Networking

Technologies (ICCCNT), 2015 6th International Conference on, pp. 1–6, IEEE, 2015.

[19] L.-D. Chou, H.-F. Chen, F.-H. Tseng, H.-C. Chao, and Y.-J. Chang, “Dpra: Dy-

namic power-saving resource allocation for cloud data center using particle swarm

optimization,” IEEE Systems Journal, 2017.

[20] M. A. H. Monil, R. Qasim, and R. M. Rahman, “Energy-aware vm consolidation

approach using combination of heuristics and migration control,” in Digital Infor-

mation Management (ICDIM), 2014 Ninth International Conference on, pp. 74–79,

IEEE, 2014.

[21] D. A. Alboaneen, B. Pranggono, and H. Tianfield, “Energy-aware virtual machine

consolidation for cloud data centers,” in Utility and Cloud Computing (UCC), 2014

IEEE/ACM 7th International Conference on, pp. 1010–1015, IEEE, 2014.

[22] M. A. H. Monil and A. D. Malony, “Qos-aware virtual machine consolidation in cloud

datacenter,” in Cloud Engineering (IC2E), 2017 IEEE International Conference on,

pp. 81–87, IEEE, 2017.

[23] Y. Sharma, B. Javadi, W. Si, and D. Sun, “Reliability and energy efficiency in

cloud computing systems: Survey and taxonomy,” Journal of Network and Computer

Applications, vol. 74, pp. 66–85, 2016.

[24] M. Giacobbe, A. Celesti, M. Fazio, M. Villari, and A. Puliafito, “Towards energy

management in cloud federation: a survey in the perspective of future sustainable

and cost-saving strategies,” Computer Networks, vol. 91, pp. 438–452, 2015.

45



[25] J. F. Schutte, “The particle swarm optimization algorithm,” Structural Optimization,

2005.

[26] A. Beloglazov and R. Buyya, “Optimal online deterministic algorithms and adap-

tive heuristics for energy and performance efficient dynamic consolidation of virtual

machines in cloud data centers,” Concurrency and Computation: Practice and Ex-

perience, vol. 24, no. 13, pp. 1397–1420, 2012.

46


	Certificate
	Statement of Originality
	Acknowledgements
	Abstract
	Abbreviations
	List of Tables
	List of Figures
	Introduction
	Introduction to cloud 
	Components of cloud
	Benefits of cloud computing
	Applications of cloud computing
	Motivation of project

	Literature Survey
	Literature Survey

	Energy efficient resource management
	Energy management in cloud
	Problems of energy inefficiency in cloud
	Resource Management:
	Energy efficient resource management
	Techniques for energy efficient resource management
	Server level techniques
	Virtualized level techniques

	PSO: An optimization technique used for Energy Management
	Basic PSO
	Energy aware PSO


	Proposed Architecture
	Proposed Architecture:
	Overloaded host detection
	IQR method
	MAD method
	LR method

	Graphs

	Proposed Algorithm
	Energy aware VM Allocation using PSO
	Flowchart of the proposed algorithm
	Proposed Algorithm

	Simulator used for calculating energy efficiency
	CloudSim

	Implementation
	Simulation Parameters
	Results
	Graphs


	Conclusion and Future Work
	Conclusion
	Future Work

	Bibliography

