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Abstract

Today we are in the era of distributed system and cloud computing is the best example

for the same. Resource management is an important issue in cloud computing, we need

to keep track of the available resources in cloud, so that we can give services to user to

fulfill their requirement. Which leads in helping to generate maximum revenue, lower

powerconsumption, carbon emission and ultimately leads to green computing. So with

the help of resource monitoring we can get the data about how, when, in what amount

of resources for a particular cloud and the user. With effective resource monitoring,

by minimizing some monitoring units we can reduce the cost of monitoring in terms of

computation and power consumption. Our main objective is to reduce the monitoring

technique, so that the amount of computation and power consumption can be saved which

will lead to smart and green computing. In this project we had proposed an algorithm

for reducing the monitoring overhead for cloud computing. Resource prediction can make

resource management much more easier. Prediction techniques like machine learning or

neural networks can be very healpfull for predicting our cloud ressources. In thhis project

Long Short Term Memory (LSTM) is being applied for the resource prediction in cloud

computing. So with the help of resource monitoring and predition in cloud we can manage

the cloud resources very effectively.
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CC Cloud Computing.

IaaS Infrastructure as a Service

PaaS Platform as a Service

SaaS Software as a Service

ANN Artificial Neural Network

RNN Recurrent Neural Network

LSTM Long Short Term Memory

RMSE Root Mean Squared Error
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Chapter 1

Introduction

1.1 Cloud Computing

Cloud Computing is the technology which provides infrastructure for computing resources

such as hardware, networking resources, storage and various applications are available on

demand. Cloud are built on the infrastructure on the top of which services are developed

and provided to customers. Cloud classification is majorly done in 4 types:- Public,

Private, Hybrid, Community [1] . Figure below shows the cloud types.

Figure 1.1: Cloud Computing Services
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• Public Cloud:- In this type of cloud services of cloud are open to all users or cloud

is wider to all public.

• Private Cloud:- In this type cloud is implemented to certain institute, company,

organization. It fulfills the requirements of that organization only not all public

user and users of particular organization can only access it.

• Hybrid Cloud:- This type of cloud is combination of public and private type of

clouds. For example if a public cloud service provider provides a private cloud or

private service for a particular organization only then it is called Hybrid cloud.

• Community Cloud:- This type of cloud is characterized by a multiple domain con-

taining models like as mentioned above public, private, hybrid. This tye of cloud is

designed for specific industry and to reach out specific demands only.

Cloud Computing Services are mainly classified as:-Infrastructure as a service (IaaS),

Platform as a service (PaaS), Software as a service (SaaS) . Figure below show the typical

cloud computing services diagram.

These Cloud Computing Resources are mainly classified as :-

• Infrastructure as a service (Iaas)

• Platform as a service (Paas)

• Software as a service (Saas)

Here IaaS is referred to provisioning of cloud services based on the Infrastructure

point of view; such as providing user with Hardware such a Processing Unit, RAM,

Storage devices etc. Platform as a service (PaaS) provides platform such as computational

platform, storage platform on which cloud user can make and deploy its application for

examples programming APIs, frameworks etc [1]. to build applications. In Software

as a Service (SaaS) customers are provided with the software application that can be

accessed by user anytime and anywhere. As we saw, these are three main services in

cloud computing the key highlighting thing is that all 3 services are based on resources

(processing, ram, memory etc.) of cloud. For any cloud provider resources are the

biggest investment and through which they can generate revenue. So handling resource

very effectively is very important for cloud provider. Resources for any user should not be

2



Figure 1.2: Cloud Computing Services

under-provisioned and over-provisioned [2]. Resource monitoring is the technique which

helps us to solve this problem. In resource monitoring technique we can get data which

particular resource is being consumed in what amount. So with the help of these data we

can get the information of which user uses which resources in how much of time; due to

which we can solve the problem of resource under and over provisioning at Cloud Service

Provider side.

So with the help of these Resource monitoring data we can get the series of data from

which we can get usefull information for future. Resorce Prediction can be done in the of

particaular user of particular job with the help of various Resource Prediction methods

like Machine Learning, Data mining and many more. So with the help of Monitoring

data and Prediction techniques our target is predict the particular amount of resource to

be used for particular job in cloud computing due to which we can get the best out of

every resource which will able to lead the solution of under provsion & over provisioning.

3



1.2 Deep Learning - ANN, RNN, LSTM networks

1.2.1 Artificial Neural Network (ANN)

Artificial Neural Network (ANN) are inspired by the biological neural network system of

human brain. ANN is on collection of collected neurons. As shown in figure 1.3 we can

see typical Ann collection and connection of neurons.

Figure 1.3: Artificial Neural Network

ANN is feed-forward network. It allows signals to transfer in one way from input layer

to hidden layer and to output layer; after that we get the output. Feed-forward network

ANNs are straight-forward networks associated to inputs and outputs. There is no loop

back in the network so output of the any previous layer does not effect on the next layer.

Feedforward neural networks are ideally suitable for modeling relationships between a set

of predictor or input variables and one or more response or output variables.
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1.2.2 Recurrent Neural Network (RNN)

RNN is a type of ANN, which has a recurrent connection to its own network. This type

of recurrent connection to its own helps to learn the neural network the information of

previous input i(time-1) along with its current input i(time) and it will predict the output

at time t of o(t).Figure below show the typical diagram of RNN.

Figure 1.4: Recurrent Neural Network

RNN and LSTM are typical Feedback Networks. Recurrent or feed-forward networks

can data travelling in both directions by inccluding loops in the network. These type

of neural network are very powerfull and complicated. Data or Information from earlier

input is feeded into next netowrk. Feed-forward networks are highly dynamic and their

states changes continuously until they reach equillibrium.

Problem in RNN is :-

• Vanishing gradient problem:- It is one of the biggets problems with RNN networks.

The gradients gets vanished to 0 when backpropagation done. This situation is

able of noticed because of the derivative of the functions (activation) called tanh or

sigmoid() are less than 0.25 and 1. After that these derivatives are multiplied then

the gradient becomes to 0. Due to this earlier layers learns slowly than later layers.
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1.2.3 Long Short Term Memory (LSTM)

LSTM model is used because it solves the problem of vanishing gradients. It does by the

introduction of a new state called cell state. Also having a CEC which helps to allow the

error to back-propagate and not being vanished. Figure below show the typical diagram

of LSTM.

Figure 1.5: Long Short Term Memory

With the help of Forget gate model can learn on which time to clear the information

of the cell-state. It gives model the information when to remember the data or when to

clear the data when the content or information starting to get irrelevant. In the model

there is obvious takes the input and output gates; input-gates controls in what amount

of new information has to be added in the cell-state. Output gates(o) controls when to

retrieve the data in the cell state for producing ht. LSTMs are used over RNN because

can hold the information in to its memory for a longer time period.
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Chapter 2

Literature Survey

2.1 Literature Survey for Resource Monitoring

This main aim of survey is for finding the current technology and work in cloud resource

monitoring; also to find the drawbacks or future research directions so that work can

done in the correct direction.

Paper 1 :-

• Title of paper :- Resource management for Infrastructure as a Service (IaaS) in

cloud computing: A survey [3].

• Type of work :-In this paper classifying the resource management, drawing out all

the elements in work towards resource mapping, provisioning, allocation.

• Methodology :- In this paper they had compared performance metrics on basis of

Reliability, Ease of deployment, QoS, Delay, Control overhead.

• Network queuing model, SLA oriented methods, Dynamic and automated frame-

work, Resource Pricing, Adaptive resource provisioning, Optimal cloud resource

provisioning (OCRP) etc. methods under Resource Provisioning schemes.

• Comparison of methods like Market Oriented Allocation, Dynamic resource alloca-

tion method, Real time resource allocation mechanism, Congestion control method

under Resource Allocation Schemes

• Comparison of methods like Load-aware mapping, Impatient task mapping, Oppor-

tunistic resource, Mapping a virtual network onto a substrate network etc. under

7



resource mapping scheme.

Paper 2 :-

• Title of paper :- Dynamic Resource Allocation Using Virtual Machines for Cloud

Computing Environment [1].

• Type of work :- In this paper they have introduce the concept of Skewness to

measure the uneven usage of multidimensional resources & by minimizing it we

can improve over-all utilization of servers due to which work over-load on Physical

Machines is avoided degradation in performance of VM.

• Methodology :- Skewness Algorithm of using resources in uneven manner. This

algorithm executes periodically to evaluate the resource allocation status based on

the predicted future resource demands of VMs.

Paper 3 :-

• Title of paper :- Load Prediction and Hot Spot Detection Models for Autonomic

Cloud Computing [2].

• Type of work :-This paper is being written for the use of load prediction algorithms

in cloud computing. This approach is used by different load decision system cloud

platforms computational complexity compatible to run-time environment.

• Methodology :- Load prediction of the algorithms for cloud computing using 2 step

approach of load-tracking followed by load prediction, by cubic spline interpolation

& by hotspot detection algorithms.

Paper 4 :-

• Title of paper :- Resource Consumption Prediction Using Neuro-Fuzzy Modeling

[4].

• Type of work :- In this paper they had presented that that resource consumption

prediction is better by with the help of the neuro-fuzzy models rather than the

machine learning algorithms.
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• Methodology:- Adaptive Neuro fuzzy Inference System(ANFIS) & machine learning

models is applied on the RAxML & BLAST bio-informatics applications and then

these algorithms are compared by Relative Squared Error (RSSE) method.

Paper 5 :-

• Title of paper :- Autonomic Cloud Computing: Open Challenges and Architectural

Elements [5].

• Type of work :- In this paper identifies open issues on autonomic resource provi-

sioning and presents many new management techniques for supporting SaaS appli-

cations hosted on Clouds. They presented conceptual model able to achieve the

different goals like Quality of Service (QoS), Energy efficiency,Security and present

results that gives the advantages of autonomic management of Cloud infrastruc-

tures.

• Future work:- Implementation of more dynamic provisioning algorithms that are

QoS and security-aware and energy efficient, and will demonstrate their effectiveness

with real applications from domains.

Paper 6 :-

• Title of paper :- Resource monitoring and prediction in cloud computing environ-

ments [6].

• Type of work :- This paper addresses the resource monitoring and prediction prob-

lem in cloud computing environment, designs and implements an adaptive resource

monitoring framework for cloud computing.

• Methodology :- A resource prediction mechanism based on Vector Auto Regression

(VAR) by the correlation between various resources.

• Future work:- The main direction of their future work is how to optimize the per-

formance & finding the algorithm that has lower time complexity.

Paper 7 :-

• Title of paper :- Resource Prediction Based on Double Exponential Smoothing in

Cloud Computing [7].
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• Type of work :- In this paper, they had presented a resource prediction model based

on double exponential smoothing technique, on which it considers the current state

of resources but also the history of resorces.

• Methodology :- In this paper they had used double exponential smoothing as re-

source prediction method.

• Future work:- In the future works, further research will be done on energy efficiency

which is also useful to save money for the customers and cloud providers.

Paper 8 :-

• Title of paper :- Accurate Resource Prediction for Hybrid IaaS Clouds Using Workload-

Tailored Elastic Compute Units [8].

• Type of work :- This paper has written, to get perfect performance prediction and

cost-optimal resource management for hybrid clouds.

• Methodology :- In this paper they had developed Resource Configuration Algorithm

to support the cost-optimal throughput based resource management.

• Its steps are:-

• Compute the target throughput and set a corresponding computational power re-

quirement.

• Check if the private cloud could satisfy the computational need.

• If Step 2 donot satisfy the requirement, use extra resources in the cloud.

• Assignment to workers to the instances allocated in Steps 2 & 3,

Paper 9:-

• Title of paper :- DARGOS: A highly adaptable and scalable monitoring architecture

for multi-tenant Clouds [9].

• Type of work :-DARGOS is monitoring architecture and is distributed and very effi-

cient which spreads information of monitoring of resource in the cloud. It accurately

measures resources in cloud physical and virtual resources in cloud.
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• Methodology :- DARGOS adapts and allows to monitor new monitoring metrics eas-

ily. Architecture and related tools are integrated in the OpenStack. With monitor-

ing any resource, hosts, Virtual machine with very limited and scalable monitoring

overhead.

• Future work:- Future on they want to work on the optimizing techniques such as

to reduce the monitoring overhead.

Paper 10:-

• Title of paper :- GMonE: A complete approach to cloud monitoring [10].

• Type of work :-GMonE is general purpose tool which does all the aspects of the

monitoring. This tool has made on their proposed architecture. It can mainly

deployed on the in high-scale model.

• Methodology :- GMonE had evaluated performance, scalability and overhead using

OpenNebula cloud middleware; results surpasses the performances of Amazon EC2

and OpenNebula. Proposed study has used publish/subscribe model for message

communication.

• Future work:- To test the behavior of GMonE in different scenarios specially het-

erogeneous and federated cloud system.

Paper 11:-

• Title of paper :- Towards an Architecture for Monitoring Private Clouds [11].

• Type of work :-PCMONS is an open-source cloud monitoring architecture for the

private cloud.

• Methodology :- PCMONS is of three layered architecture which is integrated with

tools like Nagios. PCMONS supports two approaches agents and central monitoring

which is very adaptable, flexible and extensible.

• Future work:- To provide monitoring in other type of cloud also like public, hybrid

etc.

Paper 12:-
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• Title of paper :- Touchless and always-on cloud analytics as a service [12].

• Type of work :-Cloud monitoring is another module in cloud but not as a part

of cloud operating system. NFM (Near Field Monitoring) proposes a new way of

monitoring the cloud architecture.

• Methodology :- NFM does not monitor cloud giving interrupts to VMs or resources.

NFM has its own logic of collecting monitoring data irrespective to the health of

VMs. Author has used the kernel data for monitoring a particular metric of cloud.

• Future work:- To implement the NFM in highly scalable and heterogeneous archi-

tecture.

Paper 13:-

• Title of paper :- Towards Multi-Tenant and Interoperable Monitoring of Virtual

Machines in Cloud [13].

• Type of work :- This paper enlightens and meets the new challenge like multi-

tenancy and complexity of cloud for monitoring. For this they had proposed a

system called New-Generation-MONitoring (Ngmon). Ngmons is event based mon-

itoring.

• Methodology :- Ngmon collects monitoring information from logs, notifications and

activities which are being described event based. After that processing of that

data is done. Next step to distribute the data to interested parties. After that

visualization of data takes place.

• Future work:- Inter-Cloud monitoring is one future aspect and use of CEP (Complex

Event Processing) technique and algorithm for pattern detection and correlation in

monitoring.

Paper 14:-

• Title of paper :- MonPaaS: An Adaptive Monitoring Platform as a Service for Cloud

Computing Infrastructures and Services [14].

• Type of work :- MonPaas is the monitoring tool that is open source. MonPass

increases the metrics of information of monitoring. It does monitoring in two mode

as cloud provider monitoring and user monitoring.
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• Methodology :- For monitoring MonPaas uses another monitoring VM (MVM) for

any new user. MonPass uses Nconf, DNX, Nagios as monitoring support and graph-

ical user interface for showing the data.

• Future work:- As future work they want to test MonPass in bigger scenarios. Extend

the monitoring architecture by using workload balancing for cloud monitoring.

Paper 15:-

• Title of paper :- Application level interface for a Cloud Monitoring service [15].

• Type of work :- Monitoring as a services system is provided which can be used in

all clouds.

• Methodology :- Monitoring as a service is implemented using OOCI (Open Cloud

Computing Interface) API. Agents that collect monitoring information of different

metric which is defined Mixins. Mixins have 3 different features containing metric,

aggregator and publisher.

• Future work:- Docker based prototype for monitoring is made which is open source

and complex. So to implement in different situation is the main future work.

Paper 16:-

• Title of paper :- A Framework for Consumer- Centric SLA Management of Cloud-

Hosted Databases [16].

• Type of work :- This paper proposes the framework of the SLA based monitoring.

Monitoring is done on the requirements of the user.

• Methodology :- Framework uses the database of the services of the cloud. It moni-

tors the cloud in such a way that SLA violation is prevented.

• Future work:- It does monitoring to satisfy the SLA, so it may not monitor all the

aspects of SLA.

Paper 17:-

• Title of paper :- A Publish/Subscribe Middleware for Dependable and Real-time

Resource Monitoring in the Cloud [17].

13



• Type of work :- This paper present solution of monitoring cloud in real and updating

the cloud information with least amount of data loss in real time called as SQRT-C.

• Methodology :- Solution is based on the OMG Data Distribution Service (DDS)

real-time publish/subscribe paradigm for real-time scalable monitoring in cloud.

• Future work:- SQRT-C operation in fault tolerant orchestrator. Testing this ap-

proach in different cloud platforms.

Paper 18:-

• Title of paper :- CloudSense: Continuous Fine-Grain Cloud Monitoring With Com-

pressive Sensing [18].

• Type of work :- This paper presents data centre monitoring tool which provides fine

grain status monitoring of a cloud data centre.

• Methodology :- A new Switch design which performs all the in-networking compres-

sion via low complexity encoding and compressive sensing.

• Future work:- A general framework for performance monitoring of hosted applica-

tion in cloud.
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2.2 Literature Survey for Resource Prediction

This main aim of survey is for finding the current technology and work in cloud resource

prediction; also to find the drawbacks or future research directions so that work can done

in the correct direction.

Paper 1:-

• Title of paper :- Function points-based resource prediction in cloud computing [19].

• Type of work :- In this paper they had used the linear regression based resource

prediction model to predict the resource in the cloud based on the function point

used by the users request.

• Methodology :- In proposed model first function point is calculated to find complex-

ity and size of user request. After that linear regression model is used to predict

the usage of resource. ANN using linear regression resource, current and previous

resource usage predict for future resources prediction.

• Future work:- Apply and testing this model in different environment of cloud com-

puting.

Paper 2:-

• Title of paper :- Virtual Resource Prediction in Cloud Environment: A Bayesian

Approach [20].

• Type of work :- In this paper they had proposed Bayesian model to estimate the

long term and short term usage of virtual resources in cloud on basis of several

workload patterns on different cloud specifically for CPU utilization.

• Methodology :- Model is simulated on the SamIam Bayesian network simulator and

workload traces of Amazon EC2 and Google CE data.

• Future work:- Future work suggests about SLAs, they want to do: (i) shift the

workloads of weekdays to weekends, and (ii) share the workloads of a CSP among

multiple DCs.

Paper 3:-

15



• Title of paper :- Survey on prediction models of applications for resources provi-

sioning in Cloud [21].

• Type of work :- This papers review the stand out prediction methods of resources

in different aspects. And also states the issues in prediction for future work.

• Methodology :- Bayesian Theory, K-Nearest Neighbor Random forest, Neural Net-

work, Support Vector Machine, Markov Model, Classification/Clustering, Dimen-

sion Reduction Reinforcement Learning, String Matching, Fuzzy Logic, Hurst Expo-

nent, Qn Theory, Control Theory, Smoothing Filters etc. methods and techniques

used for prediction.

• Future work:- Challenges for prediction of resources are Choosing the pattern

length, modern transparency and adaptability, robustness, hybrid prediction ap-

proaches etc.

Paper 4:-

• Title of paper :- Workload Prediction for Cloud Cluster using A Recurrent Neural

Network [22].

• Type of work :- In this paper, we propose an approach using recurrent neural

networks (RNN) to realize workload prediction, where CPU and RAM metrics are

used to evaluate the performance of the proposed approach.

• Future work:- Try with another method like LSTM (Long short-term memory).
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Chapter 3

Problem Statement and Proposed

Model & Solutions

3.1 Problem Statement

Below table 3.1 shows the survey of the monitoring system.

Resources are the biggest investment for Cloud Service Provider to manage these

resources (CPU, memory, RAM) of cloud are very important and critical to manage

it. Cloud Service Provider have to solve the two main problems related to resources

utilization which are called under provisioning and over provisioning of resources. Un-

derprovisioning of resources occurs when the application is assigned with fewer numbers

of resources than the demand. Over-provisioning of resources arises when the application

gets surplus resources than the demanded one. According to survey of:- Right Scale 2017

State of the Cloud Report we can see that which are the key challenges of 2017, it is

shown in the figure 3.1.

With the help of monitoring and prediction techniques we can reduce these challenges

of under and over provisioning. Monitoring is one of the key technique in which every

cloud service provider is investing lot of money on it. In an another survey of Right Scale

2017 State of the Cloud Report ,we can see that how companies are optimizing their

cloud costs section that in monitoring the cloud instances the companies are investing

more time and money on monitoring the instance rather than any other technique in

cloud computing for optimizing the cloud cost or money. We can see this in figure 3.2.
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Montoring System Scalable
Cloud
aware

Fault
Tolerant

Multi
Granual

Compr-
ehensive

Time
Sensitive

Auto
nomic

Cloudinit Yes Yes
CloudSense Yes Yes
DARGOS Yes Yes Yes Yes
Dingra Yes Yes
GMonE Yes Yes
Konig Yes Yes Yes
Logstash Yes Yes Yes
OpenNebula Yes
PCMONS Yes Yes
Sensu Yes Yes Yes
SQRT-C Yes Yes Yes
Varanus Yes Yes Yes

Table 3.1: Monitoring System Table

Figure 3.1: Cloud Computing Challenges
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Figure 3.2: Optimization in cost cloud computing
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3.2 Proposed Model

So from above images we can conclude that resources management is important aspect

for the cloud service provider and to do this, monitoring technique is an important task

for resource management. So our one of the main objective of the research is effective

resource monitoring in cloud computing. But monitoring in all the aspect and every

time will be burden on the cloud provider, so we have proposed the algorithms, where

the monitoring technique will be called whenever the systems performance will be going

down , so as to precautionary measures can be taken well in advance.

Figure 3.3: Flow Diagram of proposed Model
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Our one of the main aim of the research is to effectively monitor the resources when

need. If user has its own product which he/she has launched that product in cloud.

Now Cloud Service Provider(CSP) has to continuously monitor that cloud instance for

checking that the instance is healthy or not. The health check of the instance depends

on the values of the various resource parameters like CPU utilization, RAM utilization,

Memory usage, Network usage etc. Every CSP can set its own parameters or can set its

own logic of healthy instance. CSP decide to monitor every instance on let say every t

seconds. So at every t seconds it check that instance is healthy or not.Every application

in cloud have their own necessity of resources for example if cloud has application of the

social networking website then main requirement of this application is memory, network

latency and RAM .

Here CPU utilization is moderate in normal condition but other parameters like mem-

ory and RAM have much more use. But if the user has product which is based on com-

putation of machine learning; then here CPU cycles utilization, RAM utilization and

memory is much more than social networking website. But in machine learning based

product network latency is less used in normal condition. Our proposed idea of effec-

tive monitoring is that every application uses a particular resource in particular amount.

Every resource uses particular resource in particular pattern now we had proposed the al-

gorithm about to effectively monitor the instance so that minimum amount of monitoring

and performance also not being degraded.

The real need of monitoring technique is needed when the value of performance pa-

rameter of any resource is crossing threshold or the value of performance parameter is

near about threshold because if the performance parameter crosses the threshold than

new instance has to be created. The flow diagram of our proposed algorithm is shown

below in figure 3.3. So more monitoring has to be done near the threshold only; because

necessary steps(scaling up instance or scaling down instance or killing the processes etc.)

has to be taken so that instance does not gets overloads and performance does not de-

grades.
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3.3 Proposed Algorithm

Algorithm 1 Effective Resource Monitoring :-
Step 1: Set a monitoring interval for any instance at which,

it is being monitored for any interval = m1 seconds.

Step 2: Let performance parameters be CPU Cycle Usage be P1,

Memory Usage be P2, RAM Usage be P3,..etc.

Step 3: Let threshold of any performance parameter for

Scaling Up instance be t1.

Step 4: Let threshold of any performance parameter for

Scaling Down instance be t2.

Step 5: Create a log of performance parameter monitoring of

every job in cloud train the log with prediction like

Markov Modeling.

Step 6: Let P1 or P2 or P3 of new job be nt1

if nt1 > t1 or nt1 ≤ t2 then

m1=m1-(x%m1)

end if

if t1 > nt1 > t2 then

m1=m1+(x%m1)

end if

Above algorithm 1 is our proposed algorithm of monitoring of the instances in effective

manner. In step 1 we have to set the monitoring intervals at which at that interval cloud

monitors the instance. In Step 2 we set the parameters to which we want to monitor

performance of it; for example CPU utilization, RAM, memory etc. In Step 3 and 4 user

have to decide the thresholds for scaling up and scaling down the instance. In Step 5

CSP has record all the information of jobs and its performance parameters. This data

is used in train the machine learningl or any other prediction technique. Step 6 adjusts

the monitoring of instance according to the performance of the instance.In IFnt1 > t1

or nt1 ≤ t2 statement states that if the performance of job is beyond any of two scaling

up and down threshold then in decrease the interval of monitoring which increases the

number of monitoring operations. In IFt1 > nt1 > t2 statement states that if the

performance of job is in between two scaling up and down threshold then in increase the

interval of monitoring which decreases the number of monitoring operations.
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3.4 Proposed Resource Prediction

For resource prediction data set from Delft University of Technology is taken. From

that dataset of 1750 VMs are being taken. Dataset contains all :- Timestamp, CPU

cores, CPU usage (in MHZ), CPU usage (in percentage), Memory provisioned (memory

requested of the VM in terms of KB), Memory usage (in KB), Disk read throughput

(in KB/s), Disk write throughput (in KB/s), Network received throughput (in KB/s),

Network transmitted throughput (in KB/s).

LSTM model is being applied on this dataset and accuracy is taken on it.
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Chapter 4

Experimental Results

4.1 Resource Monitoring Results

Figure 4.1: Process forking in cloud instance
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Figure 4.2: CPU Utilization for Process forking in cloud instance

• Screenshots above are the monitoring data of CPU utlization of process forking.

• Below is the graph of nature of the process fork cpu utilization.

Figure 4.3: Process fork graph of sever
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Figure 4.4: Matrix multiplication CPU utilization

Figure 4.5: Matrix multiplication CPU utilization graph
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4.2 Resource Prediction Results

• Cloud resource prediction is done on the basis of the virtual machine performance

prediction.

• Resorce prediction is done with the help of neural network technique called LSTM.

• The experiments were performed on Intel CoreTM I3-M520 processor of 2.40GHz

clock speed having 8 GB of memory.

• We had taken Python along with Keras (tensorflow at backhand) library as a tool

for implementation.

• We performed the experiments on public cloud dataset.

• Dataset contains all :- Timestamp, CPU cores, CPU usage (in MHZ), CPU usage (in

percentage), Memory provisioned (memory requested of the VM in terms of KB),

Memory usage (in KB), Disk read throughput (in KB/s), Disk write throughput (in

KB/s), Network received throughput (in KB/s), Network transmitted throughput

(in KB/s).

• But for this experiment CPU usage (in MHZ) is taken into consideration.

• Figure 4.6 is graph of CPU utilization of the dataset.

• Figure 4.7 is graph of predicted CPU utilization of the dataset.

• We had taken CPU utilization applied LSTM on it.

• From that we had predicted train set and test set on it.

• On that we had got Root Mean Squared Error(RMSE) for train set is 3.23 and test

score is 3.48.

• In this way of predicting the resources; dataset is splitted into training set and test

set into 70-30

• For this 70% of data is taken for training and 30% of data is used for testing.

• In figure 4.8 CPU utilization is predicted by training data into every 10 timestep

and predicting next 10 timestep of data.
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• RMSE of this way of predicting the CPU utilization is 4.143.

Figure 4.6: Graph of CPU utilization of server

Figure 4.7: Graph of CPU utilization prediction of server
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Figure 4.8: Graph of CPU utilization prediction of server
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

As cloud computing resources are highly elastic, scalable and dynamic in nature; we have

to cope with challenges like resource availability, high throughput of resource, we have

understood the significance of resource monitoring and prediction in cloud computing. In

this project we have proposed the algorithm for monitoring of resources in effective way

and used the LSTM (neural network) for the resource prediction purpose which leads to

green computing and generation of revenue for CSP. Here we have only implemented on

the one performance parameter which is CPU utlization(MHZ). Our future work is to

perform on all the performance parameter of cloud computing such as latency, network

bandwidth and throughput etc. Other mechanism such as Incremental Neural Network

in LSTM can be implemented.

Due to better way of monitoring and prediction we can reduce the monitoring overhead

due to which less computation is done on monitoring and effective utilization of resource

is done. This all scenarios leads to energy saving which an important aspect of green

computing. This ultimately is able help CSP to generate more revenue.

5.2 Future Work

In future we will implement incremental neural network in LSTM for solving the ran-

domness problem which LSTM is unable to predict.
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