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Abstract

Analytics and Solution Platform (ASP) is designed to provide the analytical backbone for

Imaging Customer Service(ImCS) solutions on the Health Suite Digital Platform(HSDP).

The primary data sources include device logs and structured data from service sys-

tems.Device logs can be system name,system type,catalog number etc.The device logs are

a mix of legacy logs and evolving logs which requires the Business Innovation unit(BIU)

to share the domain expertise in designing parsers.Service systems which captures the

service related data which also helps to generate detailed insights on the device service-

ability. Applications are to be written on top of the Analytics Solutions Platform which

utilizes the data for performing Diagnostics, Proactive, Predictive monitoring of the de-

vices and utilization of the devices across the sites.
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Chapter 1

Introduction

1.1 About the Organization

Philips was founded in the 1891 year by Frederik and Gerard Philips.First it was called

as Royal Philips Electronics of Netherlands.It is a Dutch based technology company

which was located in the city called Amsterdam. Philips was sub divided into following

major areas like Philips Consumer Life Style i.e Philips Consumer Electronics and Philips

Domestic Appliances and Personal Care,Lighting and Philips Healthcare [1].

Philips Electrical Co. Pvt Ltd situated in 1930 in India,Kolkata as outlet.Philips es-

tablished in 1938 for manufacturing lamps and lights in Kolkata. Later it was renamed to

Philops India Ltd.This is know as Philips Healthcare Innovation Centre in Pune.In ban-

galore, the philips software Centre established and renamed Philips Innovation Campus

in 1996.After some years it was ranked 12th in India as most trusted brands according

to the Brand Trust Report[1].

Philips Innovation Campus is healthcare based software company which handle and

manage all the logs that are generated daily by medical devices.It ensures that to provide

better and secure medical devices which are used to treat patient safely.In addition to

that it develops various medical devices like Magnetic Resonance(MR) scan,Computed

Tomography(CT) scan,Cardio Vascular(CV),Ultrasound,X-Ray etc.These help to take

detailed image of patient and treat them with comfort.

1.2 Project Overview

ASP platform consist of three major frameworks:

1



• Data Ingestion Framework

• Data Processing Framework

• Data Access Framework

1.2.1 Data Ingestion Framework

Data Ingestion Framework provides the interface to ingest data from different sources.

The purpose of the Data Ingestion Framework is to safely land the ingested data into

the ASP Landing zone.Data can be device logs and structured data from service system

as shown in figure1.1.Data are mix of legacy logs i.e old logs and evolving logs like logs

for particular time period based on to requirement.API is used to collect that data and

stored in landing zone.Landing zone is one kind of intermediate storage area in cloud

foundary where Extract, Transform and Load(ETL) process is done.

Figure 1.1: ASP

1.2.2 Data Processing Framework

Data Processing Framework provides a mechanism to orchestrate a workflow where the

data processing components can be seamlessly plugged in. Data Processing Framework

is responsible for initiating the execution of the workflow. Data Processing Framework

also offers primitives to plug in Business rules and Analytical models. Components or-

chestrated in the workflow can access the Data Warehouse for persisting the results of
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Data extraction and retrieving data for execution of Business rules and Models.

1.2.3 Data Access Framework

Data Access Framework offers an elegant and secure APIs to access the Domain data.

Data Access is controlled at the level of domain models such that access to specific domain

data sets are made available for the corresponding application components.Data Access

Framework contains three services:

• ASP Domain Access Service :

Provides the REST way of accessing the data stored in the ASP DWH by the

Application layer and external clients following the OData Standard

• ASP BAM Domain Access Service :

Responsible for performing any CRUD opeartions on the ASP Provenance datastore

by the internal ASP services

• ASP File Access Service :

Provides the REST way of accessing the device log files and the output files pro-

duced by the ETLs which are stored in S3 landing zone and the publish zone

1.3 Goals and Objectives

1.3.1 Historical Raw Data Migration

Nowadays big data migration to cloud is become one of the popular topic in any of the IT

Organization as in company’s data are generated day by day.For example,in health care

industry everyday data are generated from medical devices like US in logs.To handle that

data is one of the challenging task because data can be in structured ,semi-structured

and unstructured format.In addition to that logs are increased exponentially so it can’t

be store in local system.

There are various tools available to migrate huge amount of data to cloud but they

don’t have capability to convert that data from unstructured to structured format.So if

someone want to process that data for further use from S3 its very difficult to find that
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as they are not in proper format.

The purpose of Historical Raw Data Migration is to convert data into proper structure

format and than migrate to amazon S3.In addition to that to reduce the loss of data and

repetitive data it maintains different file states like In-Progress(IP),Complete(C) and

Text(txt).

1.3.2 S3 File Access Service

The purpose of S3 File Access Service is to provide interface between Amazon S3 and

the application for remote users to access required log files with IAM authentication and

authorization.

Any user can access the log files with required credentials like S3 bucket name, shared

key and api key. With these privilege users can perform any file operations such as up-

load, modify and delete. For these middle-ware application is required which controls the

access to S3 log files.

Hence S3 File Access Service is REST web service which interact with S3 and perform

the following operation:

• Authenticate and authorize the request

• Provide list of Pre-Signed URLs to download requested S3 Objects for read only

purpose along with its expiration time, file metadata (file size and file last modified)

and system metadata.

1.3.3 Extract Transfer and Load

Extract useful data from CSV files with headers and upload that data into amazon

S3,RedShift and Postgres.

• Post ETL :Post ETL fetch PostTestName and Result from Description which start

with POST.For this regular expression is used.Same data are uploaded to amazon

S3 and if data is not present than it will export into Redshift so it handles de-

duplication of data.

4



• System ETL : Fetch Data from IMF notification,write into CSV file and upload that

file to amazon S3.Data Mapping is done using batchid from IMF notification.At last

check that data is presented in RedShift or not.If data is presented it will not export

in RedShift otherwise it will export data in RedShift.So it handles duplication of

data.

• System Sync ETL :Fetch batch id and modality from IMF notification based on

to that information it will read data from RedShift as per modality(For example if

modality is MR data should be fetch from ics system mr same for other modality

like ics system cv,ics system ct,ics system dc,ics system us,ics system icap).That

data will write in CSV files with headers and uploaded to amazon S3.After that it

checks if data uploaded or not if yes than insert that data into postgres ics system

table and also insert ETL name with insertdatetime in to public.delta bookmark

table.

1.4 Core Features

1.4.1 Historical Raw Data Migration

• Zip File Preparer

• Upload Ultra Sound Modality Zip To S3

• Quarantine Zip File Preparer

• Quarantine Upload US Modality Zip To S3

• House Keeping

1.4.2 S3 File Access Service

S3 File Access Service provides various features as following:

• The user is able to filter the request based on device metadata. Device meta-

data includes modality, catalognumber, serialnumber, software version, equipment

number, system model, system type, file type (raw and published) and file name.

Modality and file type are mandatory parameters.

5



• In order to educate the user regarding systems/modalities supported in ASP, the

following 2 apis are exposed as part of the service to fetch system related informa-

tion.

– /systemmetadata returns list of catalognumbers with mapping to systemtype,

systemmodel and the versions supported in ASP for the request modality.

– /modality returns list of ASP supported modalities.

• The user is able to optionally filter the request based on workflowId which is the

unique id to identify requests between RADAR and ASP.

• The request should be for specific data range, which is as received in ASP. This is

a mandatory parameter

• Only reading of log files is allowed. In no scenario file write is allowed.

• URL for requested S3 object will expire within 60 minutes. This time is config-

urable.

• The Service api is able to provide presigned URLs for each object along with its

expiration time, file metadata and system metadata which satisfies the request

criteria.

• The service api provides pagination feature to accommodate larger data set.

1.4.3 ETLs

• Collect or pull data from different data sources

• Perform data cleaning and filtering on data

• Load data into warehouse or repository

1.5 Service Input

This section illustrates input parameters with purpose which are required for particular

projects.

1. Historical Raw Data Migration

6



• –ZipFilePreparer
〈
SourceLocation

〉〈
BatchSize

〉〈
StartDate

〉〈
EndDate

〉
where date format : MM/DD/YYYY

• –UploadUSModalityZipToS3
〈
BatchSize

〉〈
StartDate

〉〈
EndDate

〉
• –QuarantineZipFilePreparer

〈
SourceLocation

〉〈
BatchSize

〉〈
StartDate

〉〈
EndDate〉

• –QuarantineUploadUSModalityZipToS3
〈
BatchSize

〉〈
StartDate

〉〈
EndDate

〉
2. S3 File Access Service The given table 1.1 also describes input parameters are

mandatory or non-mandatory.The following parameters are not present in database

but its used as internal purpose.

• Date

• File Type

• File Name

• Page Number

• Page Size

3. ETLs

• Amazon S3 browser location of IMF json file

For Example : s3://bucket name/Dev/TestFiles/System/CT.json

1.6 Service Output

1. Historical Raw Data Migration

• Zip File Preparer : Zip file of structured data at target location in local system

for valid equipment number

• Upload Ultra Sound Modality Zip To S3 : Uploaded structured data from

local system to amazon S3 browser that is prepared byZip File Preparer job

• Quarantine Zip File Preparer : Zip file of structured data at target location

in local system for invalid equipment number

7



Input Purpose Mandatory/Non-mandatory
accessFromDate From date in the format yyyy-mm-dd Mandatory
accessToDate To date in the format yyyy-mm-dd Mandatory
catalogNumber Device catalog number Non-

mandatory
equipment Num-
ber

Device equipment/sapsite number Non-
mandatory

fileType FileType can be Raw (Landing zone
files) or Published (Publish zone files)

Mandatory

filename Name of the file required. Anything
that ends with the given value will be
returned.Filename can be .xml or .zip
or .gz

Non-
mandatory

modality Device modality (MR, CV, CT, ICAP,
DC, US)

Mandatory

pageNumber User can request particular pageNum-
ber

Non-
mandatory(Default
value-
1)

pageSize Records per page Non-
mandatory(Default
value-
10)

softwareVersion Device software version for example:
8.1.17.2

Non-
mandatory

systemModel Device software model like FD20 Non-
mandatory

systemType Device/System type like Allura XPer Non-
mandatory

workflowId Unique ID corresponding to RADAR Non-
mandatory

Table 1.1: Service Input

• Quarantine Upload US Modality Zip To S3 : Uploaded structured data from

local system to amazon S3 browser that is prepared by Quarantine Zip File

Preparer job

• House Keeping : Delete the stuctured files when it successfully uploaded to S3

2. S3 File Access Service

This section depicts output parameters with purpose and sample as shown in ta-

ble1.2.Sample output describes detailed information about device metadata,S3 ob-

ject,presigned URL etc.In records parameter it will give all the following output

parameters which describes in table1.2.

8



Output Purpose Sample
totalRecords Total number of records

matching the user input cri-
teria

”totalRecords”: ”10”

pageNumber Page number as requested
by the user

”pageNumber”: ”7”

expectedPageSize Page size as requested by
the user

”expectedPageSize”: ”5”

records Json array of S3 objects records [ ]
s3Object path of the S3 object ”PublishZone/logviewer/modality=CV

/systemId=12345/year=2017/
month=10/date=23/logfilename.gz”,

presignedUrl Provide presignedUrls from
where user can download re-
quested logfiles

”https://bucketname.s3-eu-west-
1.amazonaws.com/PublishZone/logviewer
/modality/systemId/year/month/date
/lofilename?AWSAccessKeyId&Expires
&Signature”

deviceMetadata System metadata namely
the catalogNumber, modal-
ity, serialNumber, system-
model, systemType, equip-
mentNumber, softwareVer-
sion

”deviceMetadata”: [ ”catalogNumber”:
”72345”, ”modality”: ”CV”, ”serialNum-
ber”: ”109”, ”systemModel”: ”F10 u”,
”systemType”: ”Allura XPer”, ”syste-
muid”: ”12345”, ”equipmentNumber”:
”12345”, ”softwareVersion”: ”1.2.9.0” ]

s3ObjectMeta
data

It gives information about
size of object and last mod-
ified date with time

”s3ObjectMetadata”: [ ”size”: ”1400300”,
”lastModified”: ”2017-10-27 13:27:24” ]

preSignedUrl
Expiration

Presigned url expiration
timestamp

”presignedUrlExpiration”:”2017-10-28
13:45:51”

pageSize Size of the page (number of
records) returned

”pageSize”:”2”

Table 1.2: Service Output
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3. ETLs

• Based on to batchid from IMF read comma separated values(CSV) files and

write transformed CSV file to S3
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Chapter 2

Literature Survey

Varieties of work has been done for big data migration to cloud.This section highlights

the important points from referred papers.

1. The author describes how big data migration,storage of data and security become

very popular topic nowadays.This paper specified the different technologies and way

to migrate big data to cloud.

He described migration can be done from hardware to cloud based infrastructure

i.e Enterprise to cloud,mobile to cloud and cloud to cloud.

By considered different risks like architecture ,network level,application level he did

analysis and suggested different strategies[2].

2. The writer mainly focuses on different issues which are still present while migrating

big data from worldwide to cloud.He specified that existing de facto approach is

also not secure when it comes to privacy of data.

He used MapReduce framework for migrating dynamically generated daily data

from worldwide.He opt for main cost minimzing parameter while uploading data to

cloud and proposed Online Lazy Migration(OLM) algorithm and Randomizex Fixed

Horizon Control(RFHC) algorithm.These approach can be used while uploading

any of data from worldwide at any time to cloud with less cost as compared to

existing system.He compared both online algorithm and specified that OLM is able

to achieves worst case ratio lower than 2.55 while considering real world setting.

[3].
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3. The author expressed how use of cloud for big data storage is increased day by

day and big data can is categorized by its Velocity,Variety,Veracity and Volume.As

data are not always in proper format it can be structured,unstructured and semi

structured.Due to this reason its difficult to stored big data in distributed file system

architectures.

He specified that how HDFS and Hadoop by Apache are used for uploading big

data to cloud which involves different challenges like scalability,flexibility and fault

tolerance.The paper presented different methodologies for analysis and design of

data migration to cloud[4].

4. The author mainly strengthens his paper towards security solutions while deploying

software systems or any resources to cloud.This paper compared existing reserach

done on cloud migration and based onto that framework and provides solution

for legacy to cloud migration.Author has not used any of tool to automate data

migration tasks and identifies that how architectural adaptiona and selft adaptive

cloud system are required to migrate big data[5].

5. The author has considered different challenges and advantages by studying existing

scenarios.In addition to that based on related work big data migration divided into

three different strategies with different tasks respectively for migrating software

from one environment to another i.e from local to cloud. [6].

6. The author told that in IT business how data migration from anywhere is increased

day by day.He also specified that different challenges when data migration demand

is increased from anywhere through remote office with cost effectively.He considered

data transmission cost and other performance issues which are faced during data

migration.Based on this analysis he gave some of methods like cloud-to-cloud and

cloud-to-service which are effective as they have less number of steps and transmis-

sion time while migrating data. [7].

7. The author points out how data migration to cloud is increased day by and day most

of organization are taking benefits.Moreover,in many companies data are generated

day by day like log files in heath care industry.So mostly organization prefer to

use cloud in which user can migrate data from local to cloud and one cloud to
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another cloud with minimum time as time complexity is major issue while migrating

data to cloud.In this paper author studied different open source cloud platform by

considering all the issues related to performance and security he suggested cost

effective solution i.e divide and squeeze.

He specified that huge data can be migrate through open source OpenStack with

cost effective solution rather than to buy paid cloud provider[8].

8. The author described definition of data migration which is migration data be-

tween different storage devices and computers by using some tools or programs

or scripts.Once data migration completed that particular organization has to verify

that data by using data accuracy parameter.At last data cleaning process come into

picture which remove usefully data.This paper presented different data migration

strategies i.e Energy Efficient,Load Balancing,Fault Tolerant Migration techniques.

[9].

9. The author justified some of security parameters and importance while migrating

systems and also specified approach related to this.As demand for cloud is increased

day by day as in organization data are produced everyday to handle that data and

migrate to cloud it is one of the challenging task.In addition to that security and

privacy are the major points when it comes to migrating some particular organiza-

tion’s data. [10].

10. The author mainly focuses on to classify the cloud migration by considering and

evaluating existing approaches based on to that how to identify the optimization ap-

proach for same.The main optimization criteria are multi objective,tool based,model

based and architecture based optimization.By comparing all four optimization solu-

tion he specified that multi optimization provides best solution but still it requires

detailed level of future research work[11].
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Chapter 3

System Requirements

This section provides number technologies and platform that this project will utilize for

development

1. Server-side :

• Java

2. Database:

• PostgreSQL and Redshift

3. Platform :

• Java 1.8.0 131

• Apache Maven 3.5.0

• Apache Tomcat 9.0

• Postman

• Eclipse Oxygen IDE

4. Infrastructure :

• Amazon S3 Cloud

14



Chapter 4

Design Overview

The following diagram4.1 illustrates how S3 File Access Service fetch metadata from

database based on to the request. After that it connects to S3 browser and request S3

object, S3 will send requested Objects. At last, S3 File Access Service provide list of

URLs to client.

Figure 4.1: S3 file access service flow diagram
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4.1 Low Level Design Diagram

Low-level design (LLD) is a component-level design process that follows a step-by-step

refinement process. This process can be used for designing data structures, required

software architecture, source code.

Figure 4.2: Low level design diagram
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4.2 High Level Design Diagram

High-level design (HLD) explains the architecture that would be used for developing a

software product. The architecture diagram provides an overview of an entire system,

identifying the main components that would be developed for the product and their

interfaces. The HLD uses possibly nontechnical to mildly technical terms that should

be understandable to the administrators of the system. In contrast, low-level design

further exposes the logical detailed design of each of these elements for programmers.

File Access Service provides the REST way of accessing the device log files and the

Figure 4.3: High level design diagram

output files produced by the ETLs which are stored in S3 landing zone and the publish

zone. The service follows SOA architecture and scalable horizontally to handle the load.

• The service provides data security via integration with IAM with Token based

authentication. The x-token embedded in the header of the request is validated for

authenticity.

• The successfully authorized request is then validated to satisfy the pre conditions

to process the request further. This includes mandatory parameter validation and

default value setting of missing mandatory parameters. The details of service input

are as mentioned in the table 1.1.

• The request is then processed further to get the system metadata which is main-

tained in the ASP RDS system table satisfying the input criteria.
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• For the systems filtered and for the input date range, file type, the s3 objects are

retrieved.

• The retrieved s3 objects are then filtered accordingly for pagination criteria (page

number and the page size).

• The result set thus formed is returned to the user in the form of json. The structure

of the result is as mentioned in the table 1.2.

4.3 File Access Flow

Figure 4.4: File access flow diagram
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4.4 Architecture Diagram

4.4.1 Unstructured Input Files

The following diagram 4.5 describes unstructured and improper format of data.It contains

three types of file as follow:

• Type 1 : Files start with Alert

• Type 2 : Files start with Numbers

• Type 3 : Files start with US

Figure 4.5: US Source Folder Format: Unstructured and Improper for-
mat
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4.4.2 Structured Files with destination folder

The following diagram 4.5 illustrates structured and proper format of data with destina-

tion.

Figure 4.6: US Destination Folder: Structured Data and Proper format

4.4.3 Structured Data and Proper format(PsaLogs)

The following diagram 4.7 illustrates structured and proper format of data with destina-

tion.

Figure 4.7: Structured and Proper format data(PsaLogs)
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Chapter 5

Implementation

5.1 Ramp Up

5.1.1 Task I-Spring MVC and AngularJs

Task I is create form which include both technologies like Java Spring MVC and Angu-

larJS.This web application contain following options:

• SignUP : New users must have to register themselves otherwise they are not able

to login.

• Login : Only registered users can login.

• Photo Gallery : It contain three different images.

• Contact : It contains Contact details.

5.1.2 Task II-Session Management

Task II is about Session Management.It contains following three options:

• Login

• Logout

• Profile
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Figure 5.1: Spring and Angularjs Demo

Figure 5.2: Session Management Demo

5.1.3 Task III-Registration Form

Task III is Registration Form which contains following features:

• Registration Form with required validation

• Add new user
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• Fetch data from database

• Display data from database

• Insert data in database

Figure 5.3: Registration Form

5.2 Historical Raw Data Migration

This section provides implementation of Historical Raw Data Migration. In figure 5.4 de-

scribes Unstructured input files stored into the local system. The first job ZipFilePrepare

can be done using argument with source location,batch size and date range i.e shown in

figure 5.5 Figure 5.6 and 5.7 depict that eclipse console output about all logs respective

to the classes.It’s running based onto the batch wise.

After completing that,figure 5.8 describes the stuctured data stored into local as

the S3 uploder job is not executed.The path is userdirectory/date range/ICS/Device

Data/US/SystemUid. As there are three types of input files for US medical device figure

5.9 ,5.10 and 5.11 shows output for each of input file.

After completing ZipFilePrepare the file state change to Completed state i.e C which

can be shown in figure 5.12 In figure 5.13 describes the argument for s3 uploader after

Zipfilepreparer the argument consist of batch size and date range.

23



Figure 5.4: Unstructured Input Files

Figure 5.5: ZipFilePreparer Argument

Figure 5.14 describes consloe output for S3 uploader job. After uploading all struc-

tured files to amzon S3 we can see that its now available in amazon S3 browser from

figure 5.15

At last the file states change from Completed C to Text txt can be seen on figure 5.16

which indicate that files successfully uploaded to amazon S3 so next time if same file will
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Figure 5.6: ZipFilePreparer Console Output for batch one

Figure 5.7: ZipFilePreparer Console Output for remaining batch

process than it will not uploaded to amazon S3 which reduce to upload repetative data

in amazon S3.

ZipFilePreparer process only valid data by mapping systemuid from json file .The

valid systemuid data are fetched from data so for invalid systemuid QuarantineZip-

FilePreparer job used.It works same as ZipFilePreparer exceppt that path is different in
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Figure 5.8: Structure data in local directory

Figure 5.9: Type 1 : Output for Alert File

amzon S3 to keep track of whether the data is valid or quarantine.The pathis userdirec-

tory/date/ICS/Device Data/Quarantine/SystemUid.After completing this job file states

are changed and execute quarantine S3 uploader so data can be seen in amazon S3 which

describe by figure 5.20.

The last job is House Keeping,after data successfully uploaded to amazon S3 it will
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Figure 5.10: Type 2 : Output for Number File

Figure 5.11: Type 3 : Output for PsaLogs

remove all the files from local system i.e data cleaning done by this job as shown in figure

5.21

27



Figure 5.12: File State Changes after ZipFilePreparer

Figure 5.13: UploadUSModalityZipToS3

5.3 ETLs

This section provides how ETL extract transform and load that data in amazon S3.The

following example shows that first it will find weather the description is start with Post

or not if yes than it will take PostTestName and Result from Descriotion and and related
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Figure 5.14: Output for UploadUSModalityZipToS3

Figure 5.15: Uploaded Structured Data in Amazon S3

System metadata as following and export extracted data to Redshift in iX cdf posttest

table:

Description: POST PDUPost Passed

PostTestName : PDUPost

Result : Passed
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Figure 5.16: File State Changes after UploadZipToS3

Figure 5.17: QuarantineZipFilePreparer

In addition,from addition Info it will take FRUName,FRUId,PostItemName,PostItemResult

and related System metadata as follows and export extacted data to Redshift in iXR cdf postfru

table:

Additional Info: involved FRU’s: PD.SCOMP.DCPS 24V 12V 5V code: 4598-
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Figure 5.18: File State Changes After QuarantineZipFilePreparer

Figure 5.19: QuarantineUploadUSModalityZipToS3

003-8758.1 PD.ASSY.FRONTPANEL kit code: 4598-005-0223.1 PD.SCOMP.1

PUPS BATTERY - UPS batterypack code: 4598-003-8757.1 PD.SBB.PRS PPB - Pulse

Power Bus relay code: 4598-003-8745.1 PD.SCOMP.TVSS - set of surge surpressors code:

4598-003-8740.1 PD.SCOMP.1PUPS CTRL - UPS controller code: 4598-003-8756.1 PD

.SCOMP.PCM DC24V - PCM powersupply code: 4598-003-8747.1 PD. SCOMP.PROPIO
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Figure 5.20: Uploaded Quarantine Structured Data in Amazon S3

Figure 5.21: House Keeping

term - IO relay board code: 4598-003-8751.1 PD.ASSY.BASE TOPWORKS kit code:

4598-005-0226.1 PD.SBB.PRS PB15KVA - Power Bus relay code: 4598-003-8744.1 PD.SBB

.MDS - Mains Disconnect Switch code: 4598-003-8739.1 PD.COMP.FUSES code: 4598-

005-4598.1 PD.ASSY.BASE FAN UNIT kit code: 4598-005-0846.1 PD.ASSY.PDM kit

code: 4598-005-0225.1 PD.ASSY.REARPANEL kit code: 4598-005-0224.1 PD.SCOMP.PCM
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uSD -card code: 4598-003-8749.1 POSTItem: PDU SelfTest Done/Passed started:06

/12/2017 7:28:32 AM ended:06/12/2017 7:28:34 AM TRUE PDUPost

FRUName: PD.SCOMP.DCPS 24V 12V 5V

FRUId: 4598-003-8758.1

PostItemName: PDU SelfTest

PostItemResult: Passed

5.4 S3 File Access Service-Input and Output Sam-

ples

As per mention in ?? Date,Modality and FileType are mandatory parameters.

5.4.1 Input Request Sample with Pagination and Published File

Type

[

”accesFromDate”: ”2017-10-20”,

”accessToDate”: ”2017-10-23”,

”catalogNumber”: ””,

”equipmentNumber”: ”12345”,

”fileType”: ”published”,

”filename”: ””,

”modality”: ”CV”,

”pageNumber”: ”1”,

”pageSize”: ”5”,

”serialNumber”: ””,

”softwareVersion”: ””,

”systemModel”: ””,

”systemType”: ””,

”workflowId”: ””

]

As per request user will get records from database,presigned URLs which satisfied above
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request.In addition to that user will directly get speified page number and page size.

Output

[

”totalRecords”: 1,

”pageNumber”: ”1”,

”expectedPageSize”: ”5”,

”records”: [

[

”s3Object”:

”PublishZone/logviewer/modality=CV/systemId=12345/year=2017/month=10/date=23/

logfilename.gz”,

”presignedUrl”: ”https://bucketname.s3-eu-west-1.amazonaws.com/PublishZone/logviewer/

modality%3DCV/systemId%3D12345/year%3D2017/month%3D10/date%3D23/lofilename.gz/

AWSAccessKeyId=1901120290290&Expires=1511856951&Signature=ueijfijf19283%3D”,

”deviceMetadata”:

[

”catalogNumber”: ”72345”,

”modality”: ”CV”,

”serialNumber”: ”109”,

”systemModel”: ”F10 u”,

”systemType”: ”Allura XPer”,

”systemuid”: ”12345”,

”equipmentNumber”: ”12345”,

”softwareVersion”: ”1.2.9.0”,

]

”s3ObjectMetadata”:

[

”size”: ”1400300”,

”lastModified”: ”2017-10-27 13:27:24”,

],

”presignedUrlExpiration”: ”2017-10-28 13:45:51”,

]
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],

”pageSize”: 1

]

Figure 5.22: Input request sample with pagination

Figure 5.23: Data in postgreSQL
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Figure 5.24: Display record from database

Figure 5.25: Amazon s3 with bucketname and file path

5.4.2 Input Request Sample without Pagination and Raw File

Type

[

”accesFromDate”: ”2017-05-20”,
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Figure 5.26: Output sample with pagination

”accessToDate”: ”2017-05-23”,

”catalogNumber”: ””,

”equipmentNumber”: ””,

”fileType”: ”raw”,

”filename”: ””,

”modality”: ”MR”,

”pageNumber”: ”,

”pageSize”: ””,

”serialNumber”: ”23456”,

”softwareVersion”: ””,

”systemModel”: ””,

”systemType”: ””,

”workflowId”: ””

]

Here if user will not give any input for pagination(page number and page size).S3 File

Access Service consider default values of page number and page size 1 and 10 respectively

as mention in table 1.1.

Output
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[

”totalRecords”: 2,

”pageNumber”: ”1”,

”expectedPageSize”: ”10”,

”records”: [

[

”s3Object”:

”LandingZone/ICS/DeviceData/MR/Valid/23456/2017/05/13/foldernameinS3bucketname/

logfilename.xml”,

”presignedUrl”:”https://bucketname.s3-eu-west-1.amazonaws.com/LandingZone/ICS/DeviceData

/MR/Valid/23456/2017/05/13/foldername/logfilename.xml/?AWSAccessKeyId=1901120290290

&Expires=1512018595&Signatur= ueijfijf192djnckjfdn83%3D”,

”deviceMetadata”:

[

”catalogNumber”: ”909909”,

”modality”: ”MR”,

”serialNumber”: ”23456”,

”systemModel”: ”T15”,

”systemType”: ”Achieva”,

”systemuid”: ”23456”,

”equipmentNumber”: ”PHC-1921”,

”softwareVersion”: ”5.3.0.1”

],

”s3ObjectMetadata”:

[

”size”: ”32469”,

”lastModified”: ”2017-05-13 08:09:52”

],

”presignedUrlExpiration”: ”2017-11-30 10:39:55”

],

[

”s3Object”:
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”LandingZone/ICS/DeviceData/MR/Valid/23456/2017/05/13/foldernameinS3bucket/

logfilename.zip”,

”presignedUrl”:

”https://bucketname.s3-eu-west-1.amazonaws.com/LandingZone/ICS/DeviceData

/MR/Valid/23456/2017/05/13/foldernameinS3bucket/logfilename.zip?

AWSAccessKeyId=1901120290290&Expires=1512018595&Signature=djnvfjidvjldfvkf %3D”,

”deviceMetadata”:

[

”catalogNumber”: ”909909”,

”modality”: ”MR”,

”serialNumber”: ”23456”,

”systemModel”: ”T15”,

”systemType”: ”Achieva”,

”systemuid”: ”23456”,

”equipmentNumber”: ”PHC-1921”,

”softwareVersion”: ”5.3.0.1”

],

”s3ObjectMetadata”:

[

”size”: ”22286521”,

”lastModified”: ”2017-05-13 08:09:52”

],

”presignedUrlExpiration”: ”2017-11-30 10:39:55”

]

],

”pageSize”: 2

]

5.4.3 Input Request Sample with workflowId

If is able to access only LOD files by giving workflowid. [

”accesFromDate”: ”2017-10-20”,
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Figure 5.27: Input request sample without pagination

Figure 5.28: Output sample without pagination first record

”accessToDate”: ”2017-10-23”,

”catalogNumber”: ””,

”equipmentNumber”: ”1000”,

”fileType”: ”published”,

”filename”: ””,
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Figure 5.29: Output sample without pagination

”modality”: ”CV”,

”pageNumber”: ”1”,

”pageSize”: ”5”,

”serialNumber”: ””,

”softwareVersion”: ””,

”systemModel”: ””,

”systemType”: ””,

”workflowId”: ”B9FKLO90”

]

Output

[

”totalRecords”: 3,

”pageNumber”: ”1”,

”expectedPageSize”: ”5”,

”records”: [

[

”s3Object”:

”PublishZone/logviewer/modality=CV/systemId=1098/year=2017/month=11/date=23/
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logfilename.gz”,

”presignedUrl”:

”https://S3bucketname.s3-eu-west-1.amazonaws.com/PublishZone/logviewer/modality%3DCV/

systemId%3D1098/year%3D2017/month%3D11/date%3D23/ logfilename.gz

?AWSAccessKeyId=1901120290290&Expires=1512019283&Signature=faGEDusUuF%3D”,

”deviceMetadata”:

[

”catalogNumber”: ”720909”,

”modality”: ”CV”,

”serialNumber”: ”123”,

”systemModel”: ”FD10 C”,

”systemType”: ”Allura XPer”,

”systemuid”: ”1098”,

”equipmentNumber”: ”1098”,

”softwareVersion”: ”8.2.1.9”

],

”s3ObjectMetadata”:

[

”size”: ”1400300”,

”lastModified”: ”2017-11-27 13:27:24”

],

”presignedUrlExpiration”: ”2017-11-30 10:51:23”

],

[

”s3Object”:

”PublishZone/logviewer/modality=CV/systemId=1098/year=2017/month=11/ date=22

/1162711808a60asujhdj.gz”,

”presignedUrl”:

”https://S3bucketname.s3-eu-west-1.amazonaws.com/PublishZone/

logviewer/modality%3DCV/systemId%3D1098/year%3D2017/month%3D11/date%3D22/

logfilename.gz?

AWSAccessKeyId=1901120290290&Expires=1512019283
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&Signature=aFtDly4GeZBxk76%3D”,

”deviceMetadata”:

[

”catalogNumber”: ”720909”,

”modality”: ”CV”,

”serialNumber”: ”123”,

”systemModel”: ”FD10 C”,

”systemType”: ”Allura XPer”,

”systemuid”: ”1098”,

”equipmentNumber”: ”1098”,

”softwareVersion”: ”8.1.17.2”

],

”s3ObjectMetadata”:

[

”size”: ”1400300”,

”lastModified”: ”2017-11-27 13:27:24”

],

”presignedUrlExpiration”: ”2017-11-30 10:51:23”

],

[

”s3Object”:

”PublishZone/logviewer/modality=CV/systemId=59236/year=2017/month=11/

date=23/logfilename.gz”,

”presignedUrl”:

”https://S3buketname.s3-eu-west-1.amazonaws.com/PublishZone/logviewer/modality%3DCV

/systemId%3D59236/year%3D2017/month%3D11/date%3D23/

logfilename.gz?AWSAccessKeyId=1901120290290

&Expires=1512019283&Signature=ZAsxnsnkKXjkjkDsuv%2BXf%3D

”deviceMetadata”:

[

”catalogNumber”: ”72298”,

”modality”: ”CV”,
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”serialNumber”: ”165”,

”systemModel”: ”FD20”,

”systemType”: ”Allura XPer”,

”systemuid”: ”59236”,

”equipmentNumber”: ”59236”,

”softwareVersion”: ”8.1.17.2”

],

”s3ObjectMetadata”:

[

”size”: ”1400300”,

”lastModified”: ”2017-11-27 13:27:24”

],

”presignedUrlExpiration”: ”2017-11-30 10:51:23”

]

],

”pageSize”: 3

]

Figure 5.30: Output for LOD file
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5.4.4 System Metada API

Provides list of catalognumbers to systemtype, systemmodel and the versions mapping

supported in asp. The api accepts modality as the request parameter in the query string.

Sample url : https://url/imcs-fas/systemmetadata?modality=cv

Figure 5.31 describes sample response for above api.

Figure 5.31: Output for System Metadata

5.4.5 Modality API

Provides list of modalities supported in ASP Sample url : https://url/imcs-fas/modality

Figure 5.32 describes sample response for above api.

Figure 5.32: Output for Modality API
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Chapter 6

Testing

Testing is one of the major component in software life cycle as it provides the accuracy

and quality of any of the product and tool.After this step only product can be deliver

to consumers.Based onto the test cases and specification verification team can identify

the which are the passed and failed scenarios for that particular product.Tester also

check that till which point tool can able to handle huge data while migrating to amazon

S3.The product has to work as per consumer requirements with particular flow and

respective input and output.These are the following things which should be satisfied

during verification process.

• The product should be work as per consumers requirements.It should consider both

positive and negative scenarios.

• It should pass all the required test cases which are specified in test cases.

• If any bug reported, Development team has to fixed that without breaking other

features.

• Deliver product in time line after verification

• Verified for all possible test scenarios for better outcome

6.1 Continuous Integration

Continuous Integration is a high level practice of combining all the code that has been

developed by all teams with a minimal shared repository. Its main purpose is to combine

with automated units. With this concept it gave rise to new concept of runtime build
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servers, which leads to running unit test in a sequence of steps or after each commit. It

is the processing of having repository with existing changes or new changes , we can even

compare the code of previous existing ones . There will be commit doing by developer

, when taking build it should not break or no errors has to be raised during build, if it

comes then there is no chance in correcting them. The build can be stable and freezed

. So that if any new check in was happened if it failed we can revert it to back. One of

the popular open source automated build project is Jenkins repository. It follows some

features and principles.

1. Code Repository: As multiple developers are working on one project everyone have

to give code for review before check in.So next time anyone want to work on that

same project they can able to get latest code of project.The code should be check

in at proper location and no one can delete that as proper permission are given to

users.

2. Build Automate:By using single line command projects can be build.That Automat-

ing the build consists of continuous integration with deployment into production.

3. Check the Build : After automating build check in Jenkins UI whether build is

successful or not if not than check Jenkins console and make it successful.If yes

than check whether latest changes are reflected or not and working fine as per

developers have developed.

4. Each commit Each Build: Commit each and every code so that other user can work

on latest build only.

5. Deployment Automation: Develop scripts which run after each of the successful

build.

6.2 Different types of Testing

6.2.1 Sanity Testing

This is the very important type of testing which can be done after build gets successful.It

can be carried out after some of few changes are done in build.Its aim is to check whether

functionalities of product are working or not.If it fails then reject the build so that time

and cost can be saved.
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6.2.2 Unit Testing

Unit testing is the testing of each module by developers.Developers checked for each of

the input whether product is able to produce valid output or not.It is related to particular

one module testing.The unit testing should be done in such a way that it should not affect

the result of others modules.

6.2.3 Smoke Testing

Smoke testing is performed after build is successful to ensure that all the features of prod-

uct are working fine or not.It is performed before regression and functional testing.The

main purpose of this testing is to test major and core functionalities of product and reject

the product if something broke down so that installation software and manual testing can

not be done.

6.2.4 Component Integration Testing

It tests if any of dependancy components are failed or not.It should work as per require-

ments and design specification of project.

6.2.5 Regression Testing

This testing checks whether fixing bug is breaking other thing of product or not. As

sometimes it might be possible that by fixing some issues it will produce other bugs in

project so tester should make sure that scenarios befor any of bug fixing also working

properly.

6.2.6 Functional Testing

As mentioned in name it willl test for all the functionalities of product which are specified

in software requiement specification and detailed design documents. It works on following

things:

• Typo error of any input parameters

• It should accept only valid input

• It should validate input through different validation

• It should give proper output without any failure
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6.2.7 System Testing

It tests for entire flow of product whether its working fine or not.It tests all the function-

alities with required configuration to get the expected results.

6.2.8 Test Cases

Historical Raw Data Migration

Testcase id Objective Result
TC-001 Verify that appropriate error codes returned on trying

to run ZipFilePreparer with invalid date and source lo-
cation

Pass

TC-002 Verify that only valid systemuid(equipment number)
which are present in json file should be converted to
structured format using ZipFilePreparer job

Pass

TC-003 Verify that data are converted to proper format with
proper path structure as S3 without losing any internal
files

Pass

TC-004 Verify that the file states should be in Completed state
after successfully completing ZipFilePrepare job

Pass

TC-005 Verify that the file states should be in Completed state
after successfully completing ZipFilePrepare job

Pass

TC-006 Verify that structured data should be uploaded to S3
without losing any files at proper location using Up-
loadUSModalityToS3

Pass

TC-007 Verify that file state should be changed from Completed
to Text after successfully data are uploaded to S3

Pass

TC-008 Verify that only invalid systemuid(equipment number)
which are not present in json file should be converted to
structured format using QuarantineZipFilePreparer

Pass

TC-009 Verify that structured data should be uploaded to S3
without losing any files at proper location using Quar-
antineUploadUSModalityToS3

Pass

TC-010 Verify that file state should be changed from Completed
to Text after QuarantineUploadUSModalityToS3

Pass

TC-011 Verify that after successfully completing Uploader job
data should be deleted from local system

Pass

Table 6.1: Test Case for Historical Raw Data Migration
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File Access Service

Testcase id Objective Result
TC-001 Verify that user shall be able to access with IAM token

raw files in a date range for a system from S3
Pass

TC-002 Verify that user shall be able to access published files
(drools output) in a date range for a system from S3

Pass

TC-003 Verify that appropriate error codes returned on trying to
get presigned url details for raw or published files with
madatory information missing as part of request

Pass

TC-004 Verify that user shall be able to access raw or published
files for a system from S3 based on file type

Pass

TC-005 Verify that appropriate error codes returned on trying to
get presigned url details for raw or published files with
incorrect date value

Pass

TC-006 Verify that appropriate error codes returned on trying to
get presigned url details for raw or published files with
incorrect authentication token or with token details

Pass

TC-007 Verify that user shall be able to access raw and published
files (drools output) with given workflowid for a system
from S3

Pass

Table 6.2: Test Case for File Access Service
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Chapter 7

Conclusion

The aim of Historical Raw Data Migration is to migrate the huge amount of data from

local system to amazon S3 cloud as in health care organization data are generated day

day like log files for different medical devices.The data are not in proper format that

might be structured , semi-structured and unstructured so with help of this tool user can

easily migrate big data without any other intervention.As security and lose of data is

major concern nowadays,it handled using different states like In-progress,Completed and

Text which ensure that files are migrated successfully.

The main focus of this project is to access log files of device data from amazon s3

browser.In addition,user can filter the particular log file as per requirement.As per that re-

quest file access service provide URL and remote user can easily download that requested

log files.The service provides device metadata for more information about requested log

files.The service is not able to generate records for more than 2000 records ,so pagination

is also provided to accommodate large result-set.

The ETLs are used when one want to extract only useful data from large amount of

data by using some mapping strategy.The extracted data can be transformed and export

to Redshift or Postgres.At last the data are uploaded to amazon S3.The data are in

comma separated format so it should be read using any of the parser in such way that it

can extract useful data.

7.1 Future Scope

The future work of Historical Raw Data Migration project is to increase the security and

privacy by including X-token and identity access management with front end.As its back
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end project front end can be develop so that by one click any authenticated user can

migrate data.In addition to that as its migrating huge data time complexity is one of the

major concern so that can be optimize.

The File Access Service is working for two file types i.e raw and published.In future

that can be extended for other file types as per that log files store in amazon S3.In addi-

tion,user can able to access log files which are related to ASP and RADAR(workflowId)

it can be extended for other remote users also.
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