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Abstract

With Advance in technology and Internet, security of Personal information and Sys-

tem (computer) is becoming a major problem.As time is going, numbers of attacks on

systems are increasing. Intrusion detection plays major role in identifying security is-

sues.However, there are certain Limitations of Intrusion Detection System.One of them is

False alarm. Meaning of false alarm is, it flags normal behaviour as Intrusion. Intrusion

detection system generates large amount of false alarm. To overcome limitations ,previ-

ous researcher have used machine learning algorithms like Support vector machine and

K-nearest neighbours.In this paper, I am using Deep belief network and self organizing

map to eliminate false alarm. At last, this paper represent performance of deep learning

approach with previous work. Comparison of different approaches are based on accuracy,

f-score , precision and recall.
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Abbreviations

IDS Intrusion Detection System

HIDS Host-based Intrusion Detection System

NIDS Network-based Intrusion Detection System

SVM Support vector machine

SOM Self-Organizing Map

RBM Restricted Boltzmann machine

DBN Deep belief Networks
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Chapter 1

Introduction

The importance of security of system and data is now increasing day by day with rapid

development in technology and internet. Nowadays, attackers or hackers use different

types of attacks for entering in computer system and manipulate or steal data on it.

Security means degree of protection that is given to host or system. The purposes of

security are confidentiality, Integrity and availability of data.[3]Intrusion or threat means

any malicious attempt to compromise systems or hosts data.

There are many types of Host or system attacks like virus, Worm, Trojan horse,

Black Door, Trap Door, polymorphic threats, Host to Host etc. They each have dif-

ferent symptoms are different. Freezing, crashing, slow performances are symptoms of

virus. Unexpected restarts, error pop-ups, program malfunctions are symptoms of Worm.

Mouse moves by itself, CDROM drawer opens by itself, volume goes up and down by it-

self are common symptoms of Trojan horse.[2] The main problem is that hackers always

have some novelty in tools or techniques to attack, so it is difficult to detect all types of

attacks. Hence IDS is essential part to detect threats.

Generally, there are two types of IDS : Host based IDS and Network based IDS.

Host IDS monitor network traffic of specific device. Network IDS monitors all network

traffics. There are 2 types of Detection methods: Signature based, Anomaly based.

Signature based IDS Detect the threats based on some specific patterns (known attacks).

Anomaly based IDS detects unknown attacks by classifying attacks as either normal or

anomalous.[1]

Basically, Data security refers to some measures that are applied to prevent unautho-

rized access to system. For Data Security, AI and ML is vital because with its assistance

1



the response time for attacks is reduce drastically. The more and different type of data

you have, the better you can train machine learning algorithm for threat detection. The

big disadvantage or limitation of intrusion detection system is false alarm. It means In-

trusion detection system flags normal data as malicious or abnormal data. This raise

question on Intrusion detection systems effectiveness.In this paper, Deep neural network

approach is proposed to eliminate false alarm.Deep belief network is effective on classi-

cation problems and good with large amount of data.
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Chapter 2

Objective

Objective is to Overcome limitation of Intrusion Detection System that is false alarm

using machine and deep learning approach.For That I have used support Vector Machine,

Self-organizing Map and Deep belief Networks.
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Chapter 3

Literature Survey

3.1 Background

Host IDS monitor network traffic of specific device. There are 2 types of Detection

methods: Signature based, Anomaly based. Signature based IDS Detect the threats

based on some specific patterns (known attacks). Anomaly based IDS detects unknown

attacks by classifying attacks as either normal or anomalous.[4] An HIDS is deploy on

a single host within a network. It can access all information and data and all system

activity.

Host-based intrusion detection systems generally analyze audit data of OS or Appli-

cations for the purpose of identifying malicious activity. HIDS can be classified based on

either the data that it analyzes or the methods it used to analyze. For example, Host

based intrusion detection use information provided by OS to identify malicious activi-

ties.[5] Basically, the information that needs to be analyzed is logs and system calls, file

system modifications, system specific settings, etc.

Network based Intrusion detection is used to monitor whole network traffic to detect

malicious activities.It analyzes all the incoming packets to network so that it can find

malicious activity if any present.
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Taxonomy and survey of IDS:

Figure 3.1: Intrusion detection system

Basically, Any IDS have three components a data source, sensors, decision engine.

Data source is all information of logs, system calls etc. The sensors work is to see or

monitor what kind of changes are made in data source in real time .[2]The other thing

that sensor does is that, it convert data source to appropriate form so that decision

engine can use it. Finally Decision engine evaluate or analyze the information provided

by sensors to detect normal and malicious behavior or activity.

Let’s see how IDS works: When an intrusion occurred the IDS log or store all the

information and details about it. And this information is utilized to analyze the working

of IDS and to understand new threats. IDs also raise alerts when threat occurred so that

user or authorized person take correct steps to prevent attack. To make more efficient

IDS , output information of IDS should be critical. IDS should show intruder location,

identification number, what type of intrusion it is active or passive etc.
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Evaluating performance of IDS is important thing to do and it is based on detection

rate and false alarm rate. An ideal system have 100 percentage detection rate and 0

percentage false alarm rate which means it is perfect system because it detect attacks or

malicious activity without classifying normal activity as abnormal.

In order to consider efficient IDS the false positive rate should be low.when IDS ac-

curacy evaluated following terms came into picture: Positive (TP): Number of intrusions

or threats correctly detected True Negative (TN): Number of non-intrusions correctly de-

tected False Positive (FP): Number of non-intrusions incorrectly detected False Negative

(FN): Number of intrusions or threats incorrectly detected

If you want to find overall accuracy of IDS system then below formula is used:

If you want to calculates the TP, TN, FP and FN detection rates then below formula

is used:

If you want to find precision (percentage of correctly classified threats) below formula

is there:
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Calculate the mean of precision and recall you have to use following formula:

Now we see how the location could affect the performance and how location of IDS is

important.The location of IDS is very important for threat detection. IDS can be on host

or inline to detect threats.The performance and accuracy of IDS degrade on over flooded

network. It is also important which detection method is used in IDS. signature based

method used known attacks signature to detect threats.So high accuracy when known

attack occurs.it is also called as misuse detection. Now the second method is anomaly

based detection method In that abnormal traffic and normal traffic is compared to detect

threat.In this you need to train system before deploying it. It is good for detecting zero

day attack compare to signature based method.

Now we are going to see how Industrial IDS are different from traditional IDS:

Figure 3.2: Industry IDS vs Traditional IDS

The table shows how industry IDS are different than traditional IDS in terms of Hardware

implementation,functionality,Resources, protocol,topology,behaviour etc.
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Feature selection:

Feature selection is also important part of IDS. Because it can vary detection rate

etc.It highly affect accuracy of IDS.Ccreation ,extraction and selection are different pro-

cess carried out for feature selection. creation or construction make new feature by mining

some feature. extraction is done on raw data to extract new features. selection is most

important among all because it affects the detection of threat and computation power

and all.

Feature selection can be done by three approaches below:

Figure 3.3: Approaches for feature selection

There are many type of Threats:

1. Network threats:

Two common type of attack in this category is Denial of Service (DoS) and Distributed

Denial of Service (DDoS). In which attacker try to flood network with it’s request so that

server can’t process any services.smurf attack is also common attack. In which attacker

initiate large number of ping requests.smurf attack is type of flood attack.Now second

attack which lies in amplification attack is overflow attack . It occurs when program

writes more bytes than allowed.The third attack is teardrop attack in which attacker set

incorrect offset.The ping of death attack occurs when packet is too large to request.

8



2.Host Threats:

In this attacker attacks host or system by running malicious script or software and

corrupt system. worm ,virus,Trojan horse,spyware,adware are host specific malware at-

tacks. virus affects file system and programs.worms replicate themselves of multiple

places.spyware and adware hiddenly see our activity on host and based on that stores in-

formation and provide fake advertises. the most dangerous attack is trojan horse.Attacker

take control of the whole system and steal data using trojan horse.

3. Software threats:

SQL injection is the attack in which malicious code or query executed in database so

that attacker steal confidential data. cross site scripting is the another attack to run and

steal the cookies and credentials.DOM based XSS are difficult to recognize.

4. Physical Threats:

Physical Threats means any attack on hardware , device to make configuration changes.

backdoors is this type of threat.

5. Human threats:

This type of attacks include masquerade , phishing attacks , User to remote , remote

to Local attacks. Phishing attack means sending fake emails and appear as fake identity.

User to Root:- In this type of attack the hacker try to access system by using local user

access and try to use administrator privilege by doing some attacks like buffer overflow.

Remote to user:- In this type of attack the hacker tries to gain access to system by pass-

word breaking like brute force attack.

9



Taxonomy of threats describe in below fig.

Figure 3.4: Taxonomy of threats
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Figure 3.5: Taxonomy of threats part2

According to previous studies and experiments on elimination of false alarm, It has

three methods: behavioural,network information based and statistical based method. In

11



paper, Alarm Research and Implementation Based on Static based approach, They gave a

lter based method using statistics on data.Experiments with this method is good. In pa-

per,A method of reducing false alarm based on randomize fields, They discover a method

based on random elds to eliminate false alarm. In order to obtained stable results it is

very important to do experiments on alarm data. However, above methods is perform

good with small amount of data.It is not efcient in case of large amount of data.So, To

deal with this type of problem we are experimenting with deep belief network and Self

organizing map. First SVM is used for Intrusion detection then gather data set of alarm

data based on the result of SVM. this data set of alarm data fed to Deep belief networks

and to Self-organizing map.

12



3.2 Algorithms

1. Support Vector Machine

SVM is supervised machine learning algorithm that is used for classification.It basi-

cally divide the data in two classes.In our case , there are 2 classes normal and abnormal.

Advantage of using SVM is it’s speed.It reduces the time to detect intrusion that is very

important for IDS. SVM can also learn large set of pattern. SVM is effective in high

dimensional spaces. And it has Different kernel functions for various decision functions.

SVM as linear classifier:

SVM looks for extremes in dataset. data feature called support vectors. The goal

of SVM is to design hyperplane that classifies all training vectors in two classes. If we

choose two different hyperplane then the best choice will be the hyperplane that leaves

maximum margin from both classes.

For Example, show below figure:

Figure 3.6: SVM Classification
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SVM classier define hyper-plane that divide two classes.It maps linear space into non

linear space. To do this mapping it uses kernel function like polynomial,radial etc. The

kernel function helps to select support vector along surface of this functions. Support

vectors that helps to create hyper-plane in feature space. Consider a hyper plane that

dened by w and b where w is weight and b is bias. The classication of a new object x is

done with following equation:

Points that closet to hyper-plane will have alpha ¿ 0 and they called support vectors.

the value of i gives importance of each and every data points. when the value alpha =0

then points lies on hyper-plane. These values can be used to give independent boundary

for classier.

SVM as non-linear classifier:

If data is not linear than we have to transform it into higher dimension space.Problem

of that is high computation cost. (expensive). So that we can use kernel function.(kernel

trick).It reduces computational cost.A function that takes as inputs vectors into original

space and returns the dot product of vectors in feature space.It is called Kernel func-

tion.we can apply dot products within two vectors so that every point can map to higher

dimension space via some transformation.

Common used kernels include:

1. Polynomial 2. Gaussian RBF

14



2. Self Organizing Map

Self-Organizing Map is neural network approach.It maps high dimension data to 2

dimensional space.SOM is used for pattern recognition. It also used in intrusion detection

in network by classifying trafc into different categories.In SOM structure each node of

input layer is connected to all output nodes. Process of SOM is as follows:

1. The random variable taken from input set and its distance from the other vectors

calculated by euclidean distance:

2. After finding best matching unit all the vectors are updated. As process continues

and new inputs are given to map the learning rate and neighbourhood radius degrades

to zero. The update rule is as follows:

3.these steps are repeated until training ends.number of training steps are fixed ahead

of training and learning rate calculated accordingly.

15



3. Deep Belief Networks

Deep belief network is lies under deep neural network,it consist of many hidden lay-

ers which are connected with each other but the units within each layers are not con-

nected.Deep belief network is used for pre-training for unsupervised data and then that

pre-trained model is used for inference part. when we trained DBN it learns how to recon-

struct the inputs. Then next layer is to feature selection or extraction. After this much

learning deep belief network is used with supervised or unsupervised data set for classi-

cation problem. To implement Deep belief network you have to learn restricted Boltz-

mann machines.DBN is composition of RBM.Restricted Boltzmann machine learns from

probability distribution over inputs.It can be used for feature extraction,dimensionality

reduction and classication.

Restricted Boltzmann machine: RBM consist of two layer neural network in which

layers are connected with each other but neuron within same layer not.One layer is input

layer and the other one is hidden layer.hidden layer neuron denoted by hj and input layers

neurons are denoted by vi.connection between vi and hj is denoted by wij. Both layer

has parameters (bias) denoted by bi and cj.the energy function of RBM is as follows:

In this equation input layer v ,hidden layer neuron h,bias b,c and weights w are there.In

RBM each layer gives output between 0 to 1(activation functions). The probability of

neuron which gives output 1 is derived by:

16



Chapter 4

Flow Of Work

Figure 4.1: Process flow of Work
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Chapter 5

Tools

TensorFlow:

Tensorflow is free and open source software libraries.It is a framework for creating

deep learning models.It was developed by Google.I have used tensorflow and numpy li-

braries for python implementation of Deep belief Networks that is based on Restricted

Boltzmann Machines.

Pycharm:

PyCharm is an integrated development environment (IDE), specifically for the Python

language. I have used Pycharm for code analysis and debugging. Pycharm’s code navi-

gation option that helps programmers to debug and improve code without putting extra

time and efforts.It makes easy to quick jump between class, methods etc.

18



Chapter 6

Implementation

6.1 Dataset

Data set includes DOS,Remote to user,User to Root attacks and Probing attacks.

Type of attacks are:

DOS attack:- The motive behind this type of attack is to disturb or prevent Legiti-

mate users from accessing some services that they want to use.

Probing:- The purpose of this type of attack is to find vulnerable hole on system to

gain the access to system and all the information or data in it.

User to Root:- In this type of attack the hacker try to access system by using local user

access and try to use administrator privilege by doing some attacks like buffer overflow.

Remote to user:- In this type of attack the hacker tries to gain access to system by

password breaking like brute force attack.

19



The data set that is used in this project has various attributes. It consist basic

features like duration of connection,type of protocol,what type of network services on

destination,number of bytes from source to destination, number of bytes from destina-

tion to source etc.It also contain meaningful features like how many number of attempts

to logging in, how many files are created or modified, how many number of root accesses

etc.It also contains traffic features.

Features are divided in 3 parts: basic,traffic and content features.The basic features

include duration of connection, protocol type of that connection, source byte(source to

destination bytes),destination byte(destination to source byte),service etc.content feature

includes number of failed login attempts,number of accessed files,number of files created

etc.Traffic features includes number of connection having same source or destination,

number of connection having error rate etc.

Sample Dataset:

Figure 6.1: dataset

20



6.2 Data Preprocessing

Data preprocessing is very important step.The data set contains noise or incomplete data

and duplicate data, which needs to be removed. The data needs to be in some partic-

ular format so that it can fed to algorithms.Data preprocessing is necessary to remove

redundant features, remove duplicate values, Transformation of categorical features etc.

Normalization and data transformation is important step in data pre-processing.

Data transformation:

convert Non-numerical feature to numerical value.For this Influence calculation is done.

Inuence= number of abnormal data which contain particular attribute/total abnormal

data

Normalization:

Normalization is used when we want to mapped feature in [0,1] range. Here i have used

scaling method to mapped values in [0,1] range.

Below are screenshots of preprocessing:

Figure 6.2: Removal of duplicates
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Figure 6.3: Rescale data
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6.3 Algorithm implementation

1. SVM algorithm

We have trained SVM classifier with dataset of appropriate format to identify normal

and abnormal flow or activity.

Below are screenshots of SVM algorithm outputs.

Figure 6.4: SVM classifier output1

Figure 6.5: SVM classifier output2

23



2. Self-Organizing Map

We have trained SOM classifier with dataset of appropriate format to identify normal

and abnormal flow or activity.

Below are screenshots of SOM algorithm outputs.

Experiment 1:

Figure 6.6: SOM classifier1

Figure 6.7: SOM classifier2
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Experiment 2:

Figure 6.8: iteration-2 SOM classifier1

Figure 6.9: iteration-2 SOM classifier2
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Experiment 3:

Figure 6.10: iteration-3 SOM classifier1

Figure 6.11: iteration-3 SOM classifier2
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3. Deep Belief Networks

We have trained DBN classifier with dataset of appropriate format to identify normal

and abnormal flow or activity.

Below are screenshots of DBN algorithm outputs. 3 Experiment Done and all gives

stable results.

Figure 6.12: DBN classifier1

Figure 6.13: DBN classifier2

27



Chapter 7

Experiment Results

Support Vector Machine

First, I have used SVM algorithm on original data set then based on the result of

SVM i have gathered alarm data set .

below is the result of SVM:

Correct Prediction Incorrect Prediction Accuracy

19162 165 84.9%

Below graph Shows Result of SVM:

X axis: Number of Experiments done, Y axis: Accuracy

Figure 7.1: Accuracy of SVM model

28



below Table gives information about alarm data set.

Total samples of alarm data True alarm False positive

8400 8235 165

29



Self Organizing Map

below are the Results of SOM:

Experiment-1:

Total false alerts False alert being correctly recognized Elimination rate

165 108 65.20 %

Experiment-2:

Total false alerts False alert being correctly recognized Elimination rate

165 114 69.3 %

Experiment-3:

Total false alerts False alert being correctly recognized Elimination rate

165 123 74.5 %

Below graph Shows Result of SOM:

X axis: Number of Experiments done, Y axis: Elimination rate

Figure 7.2: Elimination rate of SOM

30



Deep Belief Network

below is the Result of DBN for 3 Experiments:

Total false alerts False alert being correctly recognized Elimination rate

165 131 79.3 %

Below graph Shows Result of DBN:

X axis: Number of Experiments done, Y axis: Elimination rate

Figure 7.3: Elimination rate of DBN

31



Comparison between SOM and DBN Results

I have perform the experiment with SOM and DBN 3 times on data set to see the

changes in elimination rate. Results are below:

experiment number SOM DBN

1 65.20 % 79.30 %

2 69.3 % 79.30 %

3 74.50 % 79.30 %

below is the graph that shows comparison of two algorithm’s elimination rate.

x axis: Number of Experiments done, Y axis: Elimination rate

Figure 7.4: comparison of eliminate rate of two algorithms
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Chapter 8

Future Plan

This Research shows that Deep Belief Network model gives much stable result and can ef-

fectively improve elimination rate in comparison to Self Organizing Map. Future Scope of

This research includes use of optimization technique for improvising Deep belief Network.
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