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Abstract

Genome based prediction is widely popular in public health care sector due to its ability

to predict the onset of common diseases, thus helping patients in early diagnosis and

recovery. In this paper, we have created a simple Keras Neural Network with one hidden

layer having 5 hidden nodes. A sequential model is used and after it trains on the data

it predicts the likelihood of diabetes on the testing data. In the end, a graph is plotted

to prove that more the diabetes pedigree function, more likely it is for a patient to get

diabetes. This proves that ancestor history plays an important role when it comes to

prediction of diabetes.
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Abbreviations

DPF Diabetes Pedigree Function.

BMI Body Mass Index.
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Chapter 1

Introduction

1.1 Introduction

The dataset that we have used for diabetes prediction is an updated version of the Pima

Indians Diabetes dataset. In this dataset the independent variables are Pregnancies, BMI,

Insulin, Age, Blood Pressure, Glucose, Skin Thickness and Diabetes Pedigree Function.

The dependent or target variable is Outcome which shows us whether the patient has dia-

betes or not. This is classified with the help of class label indicating 0 or 1, corresponding

to no diabetes and having diabetes respectively. The dataset has dimensions of 15000

x 9. There are 10000 patients that do not have diabetes and remaining 5000 have diabetes.

In this dataset, there are no records that have null values or missing values. Also, there

are no unnecessary zero values, which were there in the original Pima Indians dataset

with many attributes. They have all been replaced with median values, the dataset is

completely clean.

1.2 Diabetes Pedigree Function

The main genetic attribute used in this diabetes dataset is known as Diabetes Pedigree

Function. Diabetes Pedigree Function gives data based on the family history of the

patient. It checks whether diabetes is present in relatives or in other genetic relationships

of the given patient. This attribute gives us an idea of the genetic risk that is hereditary
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to the patient to check whether the patient is also likely to get diabetes or not based

on their ancestor history. Our main goal with this project, is to show that it plays a

very important role in predicting whether a patient is likely to get diabetes in the future,

hence proving that genetic profile and family history directly affect the chances.
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Chapter 2

Implementation

2.1 Using Neural Network

Artificial neural network is one the most popular machine learning algorithm. It has

various application areas and is widely used in Robotics, Artificial Intelligence, Health

care, etc. with the help of deep learning.

Here, we have implemented a three layer simple Keras neural network. The sequential

model consists of a linear stack of layers. We initialize the number of units of all layers

except the last one with the (number of features + number of output nodes)/2 which

equals to 4 in our case. However, my results were improved by setting units = 16 for

the first layer and decreasing the units in the hidden layer. The first layer requires input

dimension and ’relu’ stands for rectified linear unit and it is the most used activation

function in the world with range from 0 to infinity. Final layer has sigmoid activation

function and it is used as it is a standard for binary classification as it keeps the answer

between the range of 0 and 1, making it easier for us.

The model is then compiled by specifying the training configuration: optimizer, loss,

metrics. Here, ’adam’ is the optimizer we have used as it outperforms other optimizers

and performs well in practice. Also, ’binary crossentropy’ is the loss function that we try

to minimize and in the list of metrics to monitor we have chosen ’accuracy’ since we have

classification problem.
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Now, we train the model for 10 epochs(no. of times we iterate on a dataset). The data

is divided into batches of ”batch size”, which we have taken as one for our model. The

validation data is passed at the end of each iteration to monitor and evaluate validation

loss and metrics, as shown in figure 2.1.

Figure 2.1: Model

2.2 Predictions and Accuracy

Now y pred contains the probability of Outcome being 0 or 1 class label. We assign the

results as 0 or 1 based on their probabilities. If the probability is ¿= 0.5 then it will be

1 otherwise it will be 0. The accuracy of our model is 84.23 or roughly 85% as shown in

figure 2.2.

Figure 2.2: Accuracy

The y pred or ”Prediction” column is appended at the end of diabetes testing samples

dataset. Then we compare the plot for Prediction=0 and Prediction=1 against Diabetes

Pedigree Function. The results can be seen in figure 2.3 and 2.4.
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Figure 2.3: Diabetes Pedigree Function and Prediction=0

Figure 2.4: Diabetes Pedigree Function and Prediction=1
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Chapter 3

Results

3.1 Results

As we can see from the graph plot, when the value of Diabetes Pedigree Function is low,

then there are higher chances of the patient to not get diabetes (Prediction = 0). On the

other hand we can see that the probability of diabetes increases as the value of Diabetes

Pedigree Function also increases.

To further solidify our claims, we predict on two new diabetes patients. Both the

patients have same values for all the other attributes except Diabetes Pedigree Function.

However, the value of Diabetes Pedigree Function differs in both with one being low and

one being high. After our model predicts on these two patients, the results clearly prove

that patient having high diabetes pedigree function is more likely to get diabetes, as they

have class label as 1 whereas the patient with lesser value was not likely to get diabetes

with class label shown as 0. This can be shown in figure 3.1 Hence, we can conclude that

family history of diabetes and having similar genetic mutations to them can lead to the

patient at higher risk of getting diabetes.
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Figure 3.1: New Patient Predictions
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Chapter 4

Future

4.1 Challenges

A limitation of this dataset is that it is limited to Pima Indians and hence the results are

also very limited. If the dataset can be expanded to include people belonging to other

ethnic classes and populations as well, then the models can be even better.

Another challenge with this dataset is that the data was collected between the time

period of 1960s and 1980s. Hence we can say that the data is pretty outdated since it

is quite a few years old. And hence even the features that are a part of this dataset are

not enough. In the current medical scenario, not just these features but others are used

as well. For example, these days a haemoglobin test is taken to monitor average sugar

levels. Other factors are also taken into consideration, such as a patient’s urine test is

also taken to be tested for the likelihood of diabetes.

Finally, the Pima Indians diabetes dataset is also rather small, and hence some of the

models and the algorithms may have only limited performance due to it. It also only

contains data of only women who belong to Pima Indian heritage.

4.2 Future

In the future, if the dataset is improved to include more of the current medical attributes

along with more genetic attributes as well then it may be beneficial. If the dataset can be
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expanded for the whole population of different ethnicities then it may provide valuable

insight on whether the people of that geographical location are more susceptible to have

diabetes or not. This may help in using precision medicine and targeting the disease as

early as possible so as to avoid its onset in the first place. For example, people that tend

to show more likelihood to develop diabetes may start prompting lifestyle changes early

on: like reduce sugar intake, exercise as much as possible, etc.

4.3 Conclusion

With this implementation, we can conclude that we can predict the likelihood of a patient

to get diabetes or not based on their features including their genetic attribute- called

as Diabetes Pedigree Function. The more the value of it, the more likely the patient is

expected to have diabetes in the future. We can see this through multiple new data entries

where we raise the value of DPF. Hence, we can conclude that people with diabetes in

their heredity are at a greater risk. This proves that genetic attributes and our genes

play an important role in our overall health in the future.
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