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Abstract

Today social Media is used by more and more people using so many platform. People

used to express their feeling about product, movie as well towards individual or group of

people. As social media is very important and power full platform to connect people all

over the world, it also introduce cyber crime like social Bulling. Social Bulling impact

physical and mental condition of victim. Successful identification of message which lead

to social bulling can prevent many people from become victim of this crime. The focus

of this paper is to use sentiment analysis technique to identify bully comment on social

media. Sentiment analysis is used to identify the polarity of sentence. In this paper we

discussed about three different method of sentiment analysis which we will use for social

bulling identification. Here we discuss different approach for text pre-processing, feature

extraction which is use full to get good performance from social bulling identification

model.
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Chapter 1

Introduction

As availability and use of internet is increase, today people use many social media plat-

forms in their daily life like facebook, what’s up , and twitter. People use this platform

to share their opinion , comment on and share their feelings using emoticons and text.

As social media give so many advantages it introduce some cybercrime like cyberbullying.

As increasing the use of social media, every day huge amount of data is generated

on it. people are knowingly or unknowingly put their view about some product as well

as people or people behavoir on social media which some time lead to cyber crime like

cyberbulling. Cyberbullying is a type of bullying which take place using electronic de-

vices like cell phones, computers through text messages , chats using social media. Text

messages, rumors that can be embarrassing to concern people can be considered cyber-

bullying. Platform form which social bullying can take place include chat rooms, social

Media and gaming platform from where people can participate in the sharing of content.

Cyber bullying causing humiliation through spreading hateful comments on messag-

ing app or on other online platform. It contains posting , sharing or shanding negative

or incorrect information about some individual in intention of humiliation.

Research present that many teenagers face cyberbullying at time of using social media

platform. 20% to 40% of teenagers become victims of cyberbullying. Cyberbiulling can

be deleted by identify harmful word. It needs an intelligent system that can identify

harmful words present in message or post from which can help to identify cyberbullying.
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Objective of this project is to develop a model which can identify content as positive,

negative or neutral.
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Chapter 2

Literature Survey

2.1 Literature Summary

Paper Title Year Type Author Summary
Comparison
Research
on Text
Pre-
processing
Methods
on Twitter
Sentiment
Analysis

2017 Paper Zhao Jian-
qiang, Gui
Xiaolin

This artical provide basic knowledge
about preprocessing technique used for
sentiment analysis. It discribe vari-
ous type of noice present in text and
method to remove noice from text. For
accurate result of sentiment analysis
pre-processing is very helpful.

Sentiment
Analysis
of News
Articles:
A Lexi-
con based
Approach

2019 Paper Soonh
Taj,Baby
Bakhtawer
Shaikh,
Areej
Fatemah
Meghji

This paper introduce Lexicon based ap-
proach for sentiment analysis. Lexi-
con based approach is worked based on
lexicon score. In thia approach text
is divided in to token and this token
is compared with predeveloped dictio-
nary. Dictionary contain all possible
lexicon with corresponding score. After
comparing text with dictionary, as de-
pend of matching one lexicon is catog-
arize as posite, negative or neutral.

Table 2.1: Literature summary
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Paper Title Year Type Author Summary
Approaches
for Sen-
timent
Analysis
on Twit-
ter: A
State-
of-Art
study

2018 Paper Harsh
Thakkar,
Dhiren
Patelr

This paper present three different ap-
proach for sentiment analysis. Lexi-
con approach used lexicon score cal-
culation approach to find polarity of
text. This approach use lexicon dic-
tionary is used to compare token and
calculate score of sentence. In machine
learning based approach, after text pre-
processing and feature extraction dif-
ferent machine learning algoritham is
used for text classification.

Sentiment
Analysis
of Tweets
Using
Machine
Learning
Approach

2018 Paper Megha
Rathi,
Aditya
Malik,
Daksh
Varshney,
Rachita
Sharma,
Sarthak
Mendi-
ratta

In this paper author introduce hybrid
approach for sentiment analysis. TF-
IDF is used for feature extraction. Af-
ter feature extraction SVM is applied
on it. In hybrid approach after apply-
ing SVM diction tree is apply to get
more accurate result of sentiment anal-
ysis. .

Table 2.2: Literature summary

Paper Title Year Type Author Summary
Sentiment
analysis on
facebook
group
using lexi-
con based
approach

2016 Paper Sanjida
Akter,
Muham-
mad Tareq
Aziz

This article provides basic knowledge
about sentiment analysis. Lexicon
based approach is used for sentiment
analysis.

Sentiment
expres-
sion via
emoticons
on social
media

2015 Paper Hao Dong,
Guang
Yang,
Fangde
Liu, Yuan-
han Mo,
Yike Guo

This paper has introduced importance
of emoticons for sentiment analysis.
Social Media data contain text as well
as different emoticons to express filling.
This emoticons help to identify polarity
of sentence more accurately. This pa-
per many emoticons with their mean-
ing and category in which they belong
ex: positive or negative, sad or happy
or angry.

Table 2.3: Literature summary
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Chapter 3

Sentiment Analysis

3.1 Basics of Sentiment analysis

Sentiment analysis is the automated technique which is used for analyzing text data to

identify the polarity of content. Sentiment analysis. sentiment analysis is also named

as opinion mining, sentiment mining, opinion extracting, subjectively analysis, review

mining and emotion analysis.As the use of social media, social blogging and online forums

are increase, sentiment analysis use is also increase to make lots of research on data to

get some interesting and useful result. Sentiment analysis used to understand an opinion

of people about some subject or people using written or spoken language. Sentiment

analysis has an ability to to extract the opinion, sentiment, attitude, emotion or view

form data. With using sentiment analysis we can classify text into following category:

• Positive

• Negative

• Neutral

Sentiment analysis is a technique which provides methods to extract emotions and

classify it into three different classes. Sentiment analysis is applied in different domain

as described below.

• Social Media Monitoring

• Business analysis

5



• Customer review analysis

• News and blog analysis

• Product analysis using social media and public review

Sentiment analysis is mainly focused on two things:

• Identify that the textual entity is objective or subjective

• Polarity of text

sentiment analysis is perform on two different level. one is document level and other

one is sentence level. In document level sentiment analysis, scan is perform on hole doc-

ument and document is fully categorize as positive or negative. while in sentence level

sentiment analysis scan should be perform on every sentence and sentence should be cat-

egorize as positive, negative or natural sentence.

3.1.1 Technique used for Sentiment Analysis

Sentiment Analysis used different approach which has it‘s own benefits. Sentiment Anal-

ysis use three technique to identify polarity of text :

• Lexicon based Approach

• Machine Learning based Approach

• Hybrid Approach

Lexicon Based Approach

This technique use dictionary which contain pre-tagged lexicon. First of all input text

is converted into token using Tokenizer.[3] Then every Token is matched with the token

present in dictionary. If token is match with any token present in dictionary, correspond-

ing score is added to the total score of input text. Example : if input text contains

“fantastic” as a token in it , it will match with positive token in dictionary and input

text score is increased accordingly. On based on score input text is considered as positive

otherwise negative .

6



Figure 3.1: Technique for Sentiment Analysis

Figure 3.2: Technique for Sentiment Analysis [12]

Machine learning based Approach

Machine learning is more popular as it provides more speed and accuracy compared

to other techniques. Machine learning provide two main approach supervised approach

and unsupervised approach. Sentiment analysis used supervised approach for identifying

polarity of content. In this technique labeled token is used as dataset for training purpose.

7



Hybrid Approach

Hybrid approach is the combination of machine learning and lexical approach as it pro-

vides advantages of both [12]. It provides more accuracy as machine learning approach

and speed as lexical approach. Many research is performed to make this approach work-

ing. [12] In this, two word lexicon and unlabeled data is used. Firstly they divide

two-word lexicon into two different classes as positive and negative. Training document

encompassing all words from the lexicon set which is chosen and created. On the basis

of this calculate the entropy of the testing document and according to this value, train-

ing document is considered positive or negative. Then this training document is pass to

machine learning classifier with a view to train the model.

3.1.2 Flow of Sentiment Analysis

The Flow of Sentiment Analysis is illustrated in figure . After the data collection, data

cleaning and prepossessing take place.

Figure 3.3: sentiment-analysis-flow

Data Collection

tweeter data is stored using tweeter API and stored in to CSV files. Training data set

contain tweets with sentiment either 0 (indicate negative tweet) or 1 (indicate positive

tweet) . Test dataset or testing tweet contain only tweet with out any sentiment.

Dataset is contain different type of data like words, URLs, reference to different people,

symbols and emoticons. In this variety of data word and emoticons are use full to get

8



sentiment form it.

Pre-processing

Raw data contain lots of noise. This noise is the result of casual nature of people on social

Media. Tweets contain certain characteristic as it contain user mention, retweets and

emoticons, repetition of alphabet in word. we have to apply number of pre-processing

steps to normalize the text and possibly reduce the size. pre-processing of raw data

contain following basic steps

• replace more than two dots with space

As human habit many social media contain text having many dot (abc....) , so have

to remove all extra text dots.

• replace more than two space with one single space

As social media data is the platform where people put their text. This text represent

many human habit to represent the text. It is possible to get a data which contain

more than one space between words. This extra extra space is not use full so have

to remove extra space and manage data with single space between words.

• convert text to lower space

To handle all the data equally , one of the step of data-prepossessing is to conver

all data into lower case.

There are some special feature need to take care for pre-processing of text:

Handle URL

In social Media, many user used to mention url related to specific content to explain some

particular topic. This url are contain general address related to page but it is not use full

to identify sentiment of any text. so we remove this url or replace hole url with word URL.

To perform this operation regular expression we used is ((www[̇\S]+)\(https?://[\S]+))

and replace it with word URL or remove this url[10].

9



Handle User Mention

In many content of social media contain handle with it. User used to mention other user

name with @ tag to define related user. we have to ignore user mention. To perform this

operation regular expression e used is @[\S]+ and we have to remove it from data[7].

3.1.3 Handle HashTag

Hashtags are unspaced expressions prefixed by the hash image () which is habitually uti-

lized by person. to make reference to a drifting subject on social Media. We supplant all

the hashtags with the words with the hash image. For instance, topten is supplanted by

topten. To perform this operation regular expression we used is (\S+)[1].

3.1.4 Handle Emoticons

In social media people used to express their with text as well as with many emoticons.

Emoticons is the word stand for ’emotion + icon’[13]. In the era of internet emoticons

provide another way to express human feeling. emoticons is the group of some symbols

which stands to express feeling like happy, sad, angry . As it is one of the visual way to

express the feeling people like to use them on social media.

Emoticons play very important role to identify sentiment of the text. It is not possible

to identify all the emoticons, but we can use some of the common and most used one to

identify sentiment of the sentence. Here is the list of different emoticons which are used

most commonly used. we have to identify them and assign lexicon score accordingly or

have to replace them with EMO POS [9] or EMO NEG.

3.1.5 Retweet

In retweeting the current user is going to repost the text which is already posted by some

one else. We have to remove this retweet as it is not to be consider as text classification.[7]

10



Figure 3.4: frequently used emoticons

3.1.6 Handle punctuation

With a view of get clear text for classification, have to remove any punctuation like

(,!?.():;’) present with word in text[1].

3.1.7 Handle repeating letter

On social we find many word with repeating letters in it. People use to repeating letter

their feeling like to describe more happiness people use to write ”happyyyyyyy” instead

of ”happy”. we have to remove all extra letter present in word .

3.2 Feature Extraction

After data prepossessing, next step of sentiment analysis is feature extraction. from so-

cial media we get input in form of natural language. so after pre-process the text we

have to extract the feature to identify correct sentiment form it. There are many differ-

ent approach used for feature extraction like count vector, BOW, TF-IDF, NLP based

techniques[9].

3.2.1 TF-IDF

To know the importance of word in sentence or data TF-IDF technique is used. we can

use this technique as , after pre-processing we are able to get the list of use full word from

the sentence.[9] To calculate the term frequency of any word, have to calculate number of

occurrence of particular word in text against number of word present in text.some time

11



IDF is also calculate as log(NO/NODF)[2], where NO represent number of occurrence

or word, NODF represent number of word present in document. TF-IDF provide better

option to present text information into Vector Space Model(VSM)[2].

3.2.2 N-Gram

N-Gram is the feature extraction technique mostly used with supervised machine learning[2].In

this technique all token are divided as sequence of n-token and treated as single feature.

Most frequently used N-gram category are as follow:

• Uni-Gram

Most commonly used way of feature extraction in text classification is treat every

single word or token as feature for classification[2]. In this approach we pic single

word form training dataset and perform frequency cont for it.It is more convenient

to use this technique after removal of noise as frequency count of stop word is

considering very high but this words are not use full for Sentiment analysis[2]. Uni-

gram provide good result but only issue with uni-gram method is that some time

it lead to wrong sentiment Identification because of negation.

• BiGram

In bigram is a pair of word or token which occur in sequence in text are consider as

single feature. Biagram overcome limitation of unigram. By using bigram we can

handle negation present in text[2].

3.3 sentiment Classification

Sentiment Classification is done by using different sentiment Analysis Technique which

discussed above. In This project we are going to compare sentiment analysis done by

using Lexicon based based approach and machine learning based approach.

After feature extraction, list of feature is passed for sentiment classification.

3.3.1 Classification using Lexicon based Approach

In this step score of lexicon is count. on basis of this score text is classify as positive or

negative token. Token word is compare with word present in dictionary, if it match with

any positive word in dictionary then score will be consider as +1 and if it match with

negative word in dictionary then score will be consider as -1, else it will be score as 0.

12



Total score will count as : Score = Pos(x, ”pos word”) Neg(x, ”neg word”). following is

the basic algorithm used in lexicon based approach.

Figure 3.5: Lexicon based approach Algorithm

3.3.2 classification Using Machine Learning based Approach

Machine Learning provide many different classifier to identify polarity of sentence. Ma-

chine learning used different type of approach to train the model like supervised and

unsupervised. Here sentiment analysis mostly use supervised machine learning approach

to train the model. In Machine learning based approach two part of dataset it used.

Train dataset and test dataset. While using different classifier train datasdet is used to

train the machine learning model and test dataset is apply as input to that train model

to test correctness and accuracy of the model.

In training phase labeled data is used in training dataset, which is passed to classifier

to train it and then test data set(unlabeled dataset) is passed as input to classifier to

test it. There are many classifier which are used for sentiment analysis are naive Bayes,

SVM, KNN .

13



Figure 3.6: Machine Learning Model for SA
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Chapter 4

Comparative Study of Existing Data

Paper Title Classifier Accuracy
A Lexicon-based
Approach for Hate
Speech Detection

Lexicon Based Approacḩ 63.7 %

Predicting the Effects
of News Sentiments on
the Stock Market

Lexicon Based Approach [11] 70.59 %

Sentiment analysis for
the news data based
on the social media
[11]

Naive Bayes 68.60 %

Deep Convolution
Neural Networks for
Sentiment Analysis of
Short Texts[5]

Naive Bayes 82.7 %

Maximum Entropy 83%

Table 4.1: Comparative Study
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Paper Title Classifier Accuracy
Hate me, hate me not:
Hate speech detection
on Facebook [4]

SVM 74.61 %

LSTM 70.4 %
Twitter Sentiment
Classification using
Distant Supervision
[6]

Naive Bayes 81.3 %

Maximum Entropy 80.5
SVM 82.2 %

Sentiment Analysis of
Tweeter data - survey
of Technique [8]

Naive Bayes 76.44 %

SVM 76.68 %
Maximum Entropy 74.93 %
Logistic Regression 73.65 %

Table 4.2: Comparative Study
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Chapter 5

Implementation

Goal of this project to perform sentiment Analysis on social media data to identify sen-

timent of the text and identify that given text contain any bully comment or not. To

achieve this goal here we aim to implement both technique of sentiment analysis to iden-

tify which perform better in context of social bulling identification.

Here we divide project into two part. In first half, implement system which identify bully

comment using lexicon based approach of SA. In second half we are going to use different

machine learning library to process the text and use different machine learning classifier

to perform sentiment analysis to identify weather the given text is bully comment or not.

5.0.1 Flow of Implementation:

Following figure describe hole work flow of Implementation:5.1

5.0.2 Implementation of Lexicon Based Approach:

As this approach work on calculating lexicon score by using dictionary. So first task of

this approach to prepare dictionary which contain all possible positive and negative as

well as emoticons. 5.2

following figure shows implementation of Lexicon based approach for social bulling

Identification:

17



Figure 5.1: Flow of implementation

Figure 5.2: example of content store in Dictionary
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Figure 5.3: removal of punchulation stopword singleLetterWord

Figure 5.4: checking inTo dictionary
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Figure 5.5: Lexicon score calculation

Figure 5.6: Lexicon based Approach
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Figure 5.7: Lexicon based Approach
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5.0.3 Using Machine Learning Based Approach

In order to identify the bully content from social data another approach is machine

learning based approach. As we discussed in lexicon based approach comment or data

which is provided on social media is in human language and contain many noise which

need to clean before passed to classification model.

while using machine learning based approach we are using tweeter data set generated

during trump election campaign.we divide the dataset into two part. 1) Training Dataset

2) Testing Dataset

In Machine learning based approach following approaches are used to classify the data:

1) Supervised learning: 2) Unsupervised learning: 3) Reinforcement learning:

Here to identify social bulling from social media we are going to use supervised ma-

chine learning approach to train and test the data.

In supervised learning approach, labeled dataset is passed to train the model and

unlabeled dataset is passed to already trained model. following are the steps to be

performed in machine learning based approach.

• Data Gathering

• Data Prepossessing

• Data Normalization

• Feature Extraction

• classification

• result

Data Gathering

Here we are using tweeter dataset containing comment from Trump election campaign.

This dataset is divided into two phase training and testing .Training dataset contain

labeled dataset containing two type of data bulling and non-bulling statement. Here

data with label ”0” is consider as non-bulling statement5.8 and with label ”1” is consider

as butting statement 5.9 to train the classification model.5.10
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Figure 5.8: Database with label 0

Figure 5.9: Database with label 1
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Figure 5.10: Bulling vs Non-Bulling data graphical presentation
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2 Data Prepossessing: Data gathered from tweeter containing many kind of noise

like @ notation, tag , punctuation mark, stop word etc. To clean this data following are

the prepossessing step to be covered in data prepossessing step.

• Removal of symbol

• Removal of Punctuation Mark

• Removal of stop word

Removal of @ symbol

In the tweeter data, use usually used to mention other user by mention their name with

@ notation. This kind of data contain user name which use not much use full to identify

that the given statement is bully statement or not. In this step we identify the word start

with @ symbol and remove them from data5.11

Figure 5.11: Removal of @ symbol

Removal of punctuation In this section we remove all the punctuation mark, num-

ber and special character from the data as this data is not needed for social bulling

identification. 5.12

Removal of Stop Words Data generated from social media is in human language

witch contain many stop words which are not need for further classification. In this step
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Figure 5.12: Removal of punctuation mark, number and special character

we are removing stop word like I, am, the, is all other one. 5.13
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Figure 5.13: Removal of Stop Word

3 Normalization

Before normalizing the text, we have to devide the sentance in to single token. First step

before normalization is text tokenization.

Tokenization In this step we use nltk to devide the hole statement in to single token,

this token are used for further classification.5.14

Figure 5.14: After tokenization
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what to do with # tag ?

In most of the text prepossessing technique # also removed from the data to get the

noise free data during classification. To get to the correct decision we can display the

data connected with # tag.5.15 5.16 In tweeter data in most of the cases # is used to

define the latest trend. By considering this detail we are going to use this data to identify

the social bulling content.

Figure 5.15: Hashtag with label 0

Figure 5.16: Hashtag with label 1
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Feature Extraction

Feature Extraction is one of the most important step to identify most important feature

from prepossess text to get more accurate result during classification.[14] Here we list

some of the feature extraction technique used to identify better feature from the text

data.[14]

• Bag of Word

• TF IDF

• Word2Vec

I) Bag of Word: Bag of word is the feature extraction technique which form the set

of the feature from all the word of instance. Unlike TF IDF this Bag of Word technique

don’t care about the number of time word occur in the database, it only concern about

either the word is present in list or not. This is most simple and common method for

feature extraction. we will use this technique to get the list of feature and use with

different classifier.??

II) TF IDF

As we discussed in the earlier part of TF IDF is the another most used feature extrac-

tion technique which is used to get the list of most use full feature based on the frequency

of the terms in the dataset.

III) Word2Vec

Word2Vec is known as word to vectore feature extraction technique. It is used to

create word embedding. Its input is the text coupus and it give the output as set of

vector. We use this to give input as different classification model.
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Figure 5.17: Using bagofword Technique

30



Classification: After feature extraction, featured data is passed to classification model

to classify the text as bully or non bully content. Here we use three different classification

technique to compare result of them and get the more accurate result.

• Logistic Regression

• Naive Bayes

• Support Vector Machine

In this implementation we use use different feature extraction technique and pass this

all to this three classification model and try to get the more accurate one.

I) Logistic Regression:

Logistic Regression is the statistic model which is use logical function to classify the

data. It is the machine learning model used to predict the probability of data according

to different classes. Lodistic regression is binary variable it is either 0 or 1. In this model

0 is the non-bulling comment and 1 is the bully comment. In ths logistic regration the

most important thing is that dependant variable must be binary. And another thing is

that data set should be much larger.

Figure 5.18: Logistic Regression with TF IDF feature set
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Figure 5.19: Logistic Regression with Bag of Word feature set

Figure 5.20: Logistic Regression with W2V feature set

Support Vector Machine

Support Vector Machine is the one of the most used superwised machine learning

classifier. It classify the data by finding the hyperplane betwwn N-dimentinal space and

divide the data into appropriate classs. It find the hyper plane based on the number of

frature and data point. Data point which belog to either side of hyper plane is consider

as part of that perticular class after classification.5.21 5.22 5.23
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Figure 5.21: SVM with BOW feature set

Figure 5.22: SVM with W2V feature set

Figure 5.23: SVM with TF IDF feature set
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Naive Bayes :

Naive Bayes is one of the most used and simple classifier from supervised Machine

learning classifier. Naive Bayes is the probabilistic classifier, which apply Bayes theorem

to classify the data into appropriate class. Naive Bayes is work based on Bayes theorem.

?? In our case we can consider A as the bulling content across the B total occurring . A

is consider as hypothesis and B as evidence.

Figure 5.24: NB with BOW feature set

Figure 5.25: NB with TF IDF feature set
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Chapter 6

Result

Classifier Feature Set Accuracy
Logistic Regression Bag of Word 76 %
Logistic Regression TF IDF 74%
Logistic Regression Word2Vec 74%
Support Vector Machine Bag of Word 84%
Support Vector Machine TF IDF 82 %
Support Vector Machine Word2Vec 78 %
Naive Bayes Bag of Word 81 %
NaiveBayes TF IDF 81 %

Table 6.1: Result Analysis
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Chapter 7

Conclusion

Social Media is most Wildly used platform by people all over the world. Sentiment

Analysis provide way to identify social bulling over Social media using different technique.

In this project we use Lexicon Based approach to identify social Bulling over social Media

and going to use Machine Learning Based approach in future. After applying machine

learning technique and NLP , we can conclude that while using tweeter using # tag data

is suitable to get more accurate result. Based on the result 6.1 we get using different

feature extraction technique with 3 different classifier we conclude that Bag of Word

Technique give more accurate result compare to other with all 3 classifier. As well as

Support Vector Machine give the highest accuracy compare to other 2 classifier using all

3 feature set. At the end we can identify that combination of Bag of Word technique

and Support Vector Machine give the highest accuracy to identify bully content using

sentiment analysis approach over the social media data.
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